
EXHIBIT 46 

Case 2:22-cv-00184-LCB-CWB   Document 557-46   Filed 05/27/24   Page 1 of 53



RESEARCH 

!OPEN ACCESS Impact of blinding on estimated treatment effects in randomised 
*) Check for updates 

For numbered affiliations see 
end of the article. 
Correspondence to: 
H Moustgaard 
helene.moustgaard@gmail.com 
(or @HeleneMoustgaal on Twitter 
ORCID 0000-0002-7057-5251) 
Additional material is published 
online only. To view please visit 
the journal online. 
Cite this as: BM12020;368:16802 

http://dx.doi.org/1O.1136/bmi.l6802 

Accepted: 19 November 2019 

DEFENDANT'S 
EXHIBIT 

clinical trials: meta-epidemiological study 

Helene Moustgaard, 14 Gemma LClayton,5 Hayley EJones,5 Isabefle Boutron,6 Larsjørgensen,4 
David R T Laursen, 14 Mette F Olsen,4 Asger Paludan-MUfler 4 Philippe Ravaud,6 
Jelena Savovk,5'7, Jonathan A C Sterne 5,7,8 Julian PT Higgins,5'7 Asbjørn Hróbjartsson 13 

ABSTRACT 
OBJECTIVES 
To study the impact of blinding on estimated 
treatment effects, and their variation between 
trials; differentiating between blinding of patients, 
healthcare providers, and observers; detection bias 
and performance bias; and types of outcome (the 
MetaBLIND study). 

DESIGN 
Meta-epidemiological study. 

DATA SOURCE 
Cochrane Database of Systematic Reviews (2013-14). 

ELIGIBILITY CRITERIA FOR SELECTING STUDIES 
Meta-analyses with both blinded and non-blinded 
trials on any topic. 

REVIEW METHODS 

Blinding status was retrieved from trial publications 
and authors, and results retrieved automatically 
from the Cochrane Database of Systematic Reviews. 
Bayesian hierarchical models estimated the average 

ratio of odds ratios (ROR), and estimated the increases 
in heterogeneity between trials, for non-blinded trials 
(or of unclear status) versus blinded trials. Secondary 
analyses adjusted for adequacy of concealment of 
allocation, attrition, and trial size, and explored the 
association between outcome subjectivity (high, 
moderate, low) and average bias. An ROR lower than 

WHAT IS ALREADY KNOWN ON THIS TOPIC 

Blinding is an established methodological procedure in randomised clinical trials 

Empirical estimates of the expected degree of bias in trials due to lack of 

blinding can help interpret trial results (eg, in a systematic review or clinical 

guideline) and plan future trials 

Previous meta-epidemiological studies have reported variable estimates of 

the effect of blinding, with little discussion of who was blinded and the type of 
outcome 

WHAT THIS STUDY ADDS 

This large meta-epidemiological study of 142 Cochrane meta-analyses found 

no evidence that lack of blinding of patients, healthcare providers, or outcome 
assessors had an impact on effect estimates in randomised clinical trials, on 
average 

This finding does not support the importance of blinding and is inconsistent 

with some previous studies; but it is consistent with several other smaller meta-

epidemiological studies 

The results indicate that blinding, on average, could be less important than 

previously believed, or could reflect limitations in the meta-epidemiological 
approach, such as confounding and misclassification; replication of the study 

is recommended and, at present, no change to methodological practice is 

suggested 

I indicated exaggerated effect estimates in trials 
without blinding. 

RESULTS 
The study included 142 meta-analyses (1153 trials). 
The ROR for lack of blinding of patients was 0.91 
(95% credible interval 0.61 to 1.34) in 18 meta-
analyses with patient reported outcomes, and 0.98 
(0.69 to 1.39) in 14 meta-analyses with outcomes 
reported by blinded observers, The ROR for lack of 
blinding of healthcare providers was 1.01 (0.84 to 
1.19) in 29 meta-analyses with healthcare provider 
decision outcomes (eg, readmissions), and 0.97 
(0.64 to 1.45) in 13 meta-analyses with outcomes 
reported by blinded patients or observers. The ROR 
for lack of blinding of observers was 1.01 (0.86 to 
1.18) in 46 meta-analyses with subjective observer 
reported outcomes, with no clear impact of degree 
of subjectivity. Information was insufficient to 
determine whether lack of blinding was associated 
with increased heterogeneity between trials. The ROR 
for trials not reported as double blind versus those 
that were double blind was 1.02 (0.90 to 1.13) in 74 
meta-analyses. 

CONCLUSION 
No evidence was found for an average difference in 
estimated treatment effect between trials with and 
without blinded patients, healthcare providers, or 
outcome assessors. These results could reflect that 
blinding is less important than often believed or meta-
epidemiological study limitations, such as residual 
confounding or imprecision. At this stage, replication 
of this study is suggested and blinding should remain 
a methodological safeguard in trials. 

Introduction 

A randomised clinical trial is the most reliable method 

for assessing the effect of therapeutic interventions.' 

Results of clinical trials underpin evidence based 
clinical practice and decisions made by regulatory 
agencies, either directly or as part of a meta-analysis. 

However, results of randomised clinical trials might 

be biased 2—for example, by systematic differences 
between the care provided to participants or systematic 
differences in the behaviour of participants, in the 
intervention and comparison groups (performance 

bias); or by systematic differences between these 

groups in the way in which outcomes are assessed 
(detection bias). Blinding (sometimes called masking) 

of patients, healthcare providers, and outcome 
assessors is intended to prevent such bias. 

Blinding is used in some form in about 60% of 

trials.3 However, blinding of patients and healthcare 
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providers is sometimes not possible owing to the type 

of interventions being tested (eg, psychotherapy). In 
other instances, blinding might not be applied owing 

to logistical challenges. Historically, use of placebo 
control interventions and blinding procedures was 

closely linked to early development of the randomised 

trial. Blinding has been an established methodological 
principle since around 1950. 

Various meta-epidemiological studies have 
investigated the effect of blinding on estimated 
intervention effects.5 6 Such studies collate large 

numbers of meta-analyses of randomised trials, 

compare the results of blinded and non-blinded trials 
within meta-analyses, and then combine estimated 
within-meta-analysis differences across meta-
analyses.6 Estimates of the average impact of blinding 

have shown considerable variation between studies.7 
These studies mostly dealt with several types of bias 
simultaneously, and their analyses had conceptual 

and methodological limitations. Comparison of double 
blind trials with trials that are not double blinded is 

problematic, because the double blind concept is 

ambiguous.89 This ambiguity is especially clear in non-
pharmacological trials, and the comparison does not 

enable separation of performance bias and detection 
bias. To date, all meta-epidemiological studies of 

blinding have relied exclusively on information 
provided by trial publications, where inadequate 

reporting of blinding is common. Only one study took 
into account by whom outcomes were reported.'° 

A more comprehensive analysis of the impact of 
blinding in randomised trials is important. Designers 

of trials have to consider whether spending resources 
on blinding is worthwhile. Users of trial information 

(eg, consumers, researchers conducting systematic 

reviews, and guideline developers) must assess the 

risk of bias due to incomplete blinding. 
We conducted a meta-epidemiological study to 

estimate the separate effects of blinding patients, 
healthcare providers, and outcome assessors on the 
results of randomised clinical trials. We also estimated 
the impact of different types of blinding on between-

study heterogeneity. 

Methods 

Identification of meta-analyses for inclusion 

We sought meta-analyses that included at least one 

trial with blinding of patients, healthcare providers, 
or outcome assessors (that is, observers) and at 
least one trial without blinding of the same groups. 

We refer to these as informative meta-analyses. To 
identify these, we screened all 1042 Cochrane reviews 

published or updated between 1 February 2013 and 
18 February 2014 (Cochrane Database of Systematic 

Reviews, issue 2, 2013). We used Cochrane risk of 
bias tool2 assessments to select potentially informative 

meta-analyses suitable for further data extraction. 
Specifically, we examined the first listed meta-analysis 

in the review's table of contents with an observer 

reported outcome and a difference between trials in the 
risk of bias score for detection bias (high v low or high v 

unclear risk); and with a patient reported or healthcare 

provider decision outcome (outcomes determined 

by clinical decisions—eg, readmissions or need for 
surgical intervention) and a difference between trials 
in the risk of bias score for performance bias. 
The screening process identified 395 potentially 

informative meta-analyses. Of these, 226 provided 
information on blinding of outcome assessors and 
169 on blinding of patients or healthcare providers. 
For pragmatic reasons, we selected for further study 
a random subsample of 120 meta-analyses from the 
former set, but retained all of the latter set, giving a 

total of 289 potentially informative meta-analyses (full 
details are in the appendix). 

Data retrieval and extraction 

Trial publications (and any corresponding protocols/ 
methods publications) were retrieved for each trial 

in each potentially informative meta-analysis. When 

publications could not readily be retrieved, we 
requested a copy from Cochrane review authors. For 

trials published after 1999 and where the blinding 
status of trial participants was unclear we contacted 
authors by email, asking for information on the 

blinding status of all groups within the trial. 
We read the full text of publications in languages 

known to us (English, Danish, French, German, and 

Spanish). For publications in other languages (eg, 
Chinese) we based data extraction on any English 

language abstract, but did not attempt translation of 
the full text. 

Data on basic trial characteristics and information 
on blinding status were extracted manually from trial 

publications. Trial results were extracted automatically 
from the Cochrane Database of Systematic Reviews 

through the Archie database interface: number of 
patients in intervention and control groups, for binary 
outcomes the number of events, and for measurement 
scale outcomes the means and standard deviations. We 

also automated extraction of the name of the Cochrane 
review group, and review authors' risk of bias 
assessments for the domains "allocation concealment" 

and "incomplete outcome data." 

Assessment of blinding status 
We assessed the blinding status of patients, healthcare 

providers, and outcome assessors using a modified 
algorithm derived from that of Akl and colleagues" 
(full details are given in the appendix). The algorithm 

entailed contacting trial authors (for trials published 
after 1999) when there was insufficient information 

on blinding in the trial publications. We defined 
blinding as a lack of awareness by patients, healthcare 
providers, or outcome assessor of the intervention 

status of individual patients throughout the trial. 
We coded healthcare providers as blinded if all 

staff groups involved in patient treatment and care 

were described as "blinded" (eg, doctors and nurses, 
or all staff), and as non-blinded if all, or a subgroup, 

were described as "non-blinded" (eg, surgeons). Staff 
responsible for healthcare provider decision outcomes 
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were thus also covered by the blinding status of 
healthcare providers. 

We differentiated between definitive information 
on blinding status (definitely yes/definitely no) based 

on explicit description or contact with trial authors, 
and assessments based on other information in 

publications (probably yes/probably no). For instance, 
for drug trials using a placebo control and described as 

"double blind" or "triple blind," patients, healthcare 

providers, and outcome assessors were all classified 
as blinded (probably yes), unless stated explicitly 
otherwise. For trials with no mention of "placebo," 
"double dummy," "double blinding," "triple blinding," 
"single blinding," or similar, all trial groups were 

classified as non-blinded (probably no), unless stated 
explicitly otherwise. Assessment of blinding status 

was made by two observers independently (AP-M, 
DRTL, LI, MFO, HM, or AH), and any differences were 
resolved by discussion between the two. When we did 
not receive a reply from authors, or where we did not 

attempt contact, the blinding status was recorded as 
unclear. 

When making a final determination of whether 

meta-analyses were informative, and for the purposes 
of our analyses, we compared trials that had relevant 
parties recorded as having "definitely no," "probably 
no," or "unclear" blinding with those that had relevant 
parties coded as "definitely yes" or "probably yes." 

After detailed assessment of blinding status, 189 of 
the 289 meta-analyses were classified as informative. 

Classifications and exclusions 

Classification of interventions as experimental 

and control was based on descriptions in the trial 
publications, except when the review clearly labelled 

the comparator as "placebo," "control," "standard 
care," or "treatment as usual," in which case we 
followed the labelling used by the review authors and 
classified these interventions as controls. To ensure 

consistent comparisons of estimated bias across meta-
analyses, we excluded those meta-analyses in which 

intervention classifications were unclear. 

Outcome measures were classified as observer 

reported, patient reported (via interviewer or directly 

recorded by patients), healthcare provider decision 
outcomes, or mixed (in instances where the outcome 

was a mixture of more than one category—eg, both 

patient and observer reported elements). We excluded 
meta-analyses of trials that did not all have the same 
type of outcome (eg, patient reported) unless there was 

an informative subset of trials with the same type of 
outcome. 

Observer reported outcomes were subdivided 
into four outcomes: objective—all cause mortality, 

objective—other than total mortality (eg, automatised 
non-repeatable laboratory tests), subjective—pure 
observation (eg, assessment of radiographs), and 
subjective—interactive (eg, assessment of clinical 

status). Subjective observer reported outcomes were 
scored 1-3 according to the degree of subjectivity (that 

is, the extent to which determination of the outcome 

depended on the judgment of the observer, with 1 
indicating a low degree of subjectivity). The scoring 

of subjectivity was done by two observers (HM and 

MFO) independently and masked to any results of 
trials or meta-analyses, with any differences resolved 

by discussion. Box 1 shows examples of outcomes and 
subjectivity scores. 

Meta-analyses were classified according to 
whether the outcome was measured in the trials 
based on an underlying hypothesis of benefit (eg, 

degree of pain measured based on the hypothesis 
that the intervention lowers pain) or of harm (eg, 

frequency of allergic reactions measured based on 

the hypothesis that the intervention could cause an 
increase). Classification of outcomes according to 
clinical area and type of experimental and comparison 
interventions was conducted to facilitate comparisons 

with an earlier meta-epidemiological study. 12 We 

further categorised experimental interventions as 
alternative/complementary or conventional medicine, 

to facilitate comparison with a systematic review of 
trials randomising patients to blinded and unblinded 
substudies.'3 
We excluded trials with binary outcomes, in which 

no or all participants had the outcome event, and 
trials with continuous outcomes, where the required 
information for calculating the standardised mean 

difference was missing. We also excluded trials 
included in more than one meta-analysis with the same 

outcome, if the meta-analyses were to be included in 

the same meta-epidemiological analysis. Such trials 
were removed at random until the trial occurred only 
within one meta-analysis. After removal of individual 

trials, some meta-analyses were no longer informative. 
The final study database contained 142 meta-analyses 
with a total of 1153 trials. 

Data analysis 

All main analyses were prespecified. In our main 

analyses, which included only meta-analyses with 
outcomes measured based on a hypothesis of benefit, 

we differentiated between types of bias (detection bias 

and performance bias) and category of person blinded 
(patient, healthcare provider, and outcome assessor). 

We performed five main analyses, quantifying the 
average association between estimates of treatment 
effect and lack of blinding: 

Box 1: Examples of subjectivity scoring of trial 
outcomes 

• Subjectivity score 1 (low degree of subjectivity): heart 
rate, forced expiratory volume in first second (FEy), 
cotinine saliva dipstick assay 
• Subjectivity score 2 (medium degree of subjectivity): 
superficial surgical site infection, recurrence of 
varicose veins, tooth prosthesis failure 
• Subjectivity score 3 (high degree of subjectivity): 
change in global measure of cognition, Barthel index 
score (of abilityto perform activities of daily living), 
Hamilton depression scale score 
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• (Ia) Blinding of patients in trials with patient 

reported outcomes (considering a combination 
of detection bias and performance bias) 

• (lb) Blinding of patients in trials with blinded 
observer reported outcomes (considering 
performance bias) 

• (ha) Blinding of healthcare providers in trials 

with healthcare provider decision outcomes 
(considering a combination of detection bias 

and performance bias) 
• (hlb) Blinding of healthcare providers in trials 

with blinded observers or patients assessing 

the outcome (considering performance bias) 

• (III) Blinding of outcome assessors (that is, 

observers) in trials with subjective outcomes 
(considering detection bias). 

We did not primarily focus on trials with objective 
outcomes, such as all cause mortality, because we did 

not suspect any marked effect of blinding in such trials. 
We conducted univariable analyses for each contrast in 
blinding status using all informative meta-analyses for 
that characteristic. 

Intervention effects for binary outcomes were 

modelled as log odds ratios and coded such that 
an odds ratio of less than 1 indicated a beneficial 

intervention effect. For continuous outcomes, the 
standardised mean difference and corresponding 

standard error were used and coded such that a 
standardised mean difference of less than zero meant a 
beneficial intervention effect. 

We quantified differences in intervention effects, 

comparing non-blinded trials with blinded trials of 
each type using ratios of odds ratios: ROR=OR 0 

b1dd!ORb1ded . Bayesian hierarchical models for meta-
epidemiological research, developed by Welton and 

colleagues, were used to estimate the average bias 
associated with lack of each type of blinding (ROR), the 

average variability in this bias within a meta-analysis 
(quantified by K, the standard deviation increase 
in heterogeneity between trials), and variability in 
average bias between meta-analyses (quantified by j, 

the standard deviation in mean bias between meta-
analyses). 14 

The model thus enabled us to explore the average 
degree of bias, and also whether the bias differs (eg, 

in direction) between meta-analyses (that is, the 
importance of blinding might depend on the clinical 

scenario) and between trials (that is, the importance 

of blinding might depend on factors related to the 
singular trial, even within similar clinical scenarios). 
The analyses were carried out using Markov 

chain Monte Carlo simulations in WinBUGS version 
1.4.3. Vague prior distributions were assumed for 

all parameters (see appendix for more details). We 
modelled continuous and binary data simultaneously, 

assuming a mixture of normal and binomial likelihoods 

but modelling the underlying bias on the same scale. 
This method required re-expressing standardised 

mean differences as odds ratios." To reduce risk of 

spurious findings, we defined a lower threshold of at 
least 10 meta-analyses for conducting an analysis. 

To study the impact of subjectivity scores on the 

average difference in intervention effect associated 
with blinding outcome assessors, we extended the 
model of Welton et al 14 to incorporate a three level 

categorical covariate (low v moderate v high degree of 
subjectivity) at the meta-analysis level. 

In sensitivity analyses, we excluded trials with a 

classification of blinding status as "unclear" from 
the analyses. Secondary analyses were stratified by 

outcome type (eg, objective outcomes and subtypes). 
Confounding by other flaws in trial design was 

assessed in multivariable analyses by re-running each 
of the five main analyses with adjustment in the model 

for concealment of the allocation sequence, incomplete 

outcome data (attrition), trial size, and blinding status 

of patients. The blinding status of patients was only 
included in the analysis of outcome assessor blinding 
(III). We adjusted for each of these characteristics in 

separate analyses. We did not include combinations of 
the covariates. 

We also conducted post hoc subgroup analyses 

according to type of outcome data (continuous v 
binary) and type of comparator (active control v inactive 
control), calculated the impact of concealment of the 

allocation sequence on estimated treatment effects, 
and repeated the main analyses using an alternative 
label-invariant meta-epidemiological model, proposed 

recently by Rhodes et al. 16 This model removes the 
constraint that intervention effects are at least as 

variable among the non-blinded trials as among the 
blinded trials within each meta-analysis, but was not 

available when we wrote our protocol. 

Finally, to facilitate comparison of our results 
with previous meta-epidemiological studies we also 
compared trials described by trial authors as "double 

blind" or "triple blind" with those not described in this 
way. 

Patient and public involvement 

Patients and members of the public were not involved 

in the research because it was designed to answer 

a methodological challenge that was not directly 
dependent on patient priorities, experiences, or 

participant preferences. The methodological expertise 
required to plan the study, analyse the results, and 

write the manuscript was dependent on specialist 

knowledge and we did not try to identify patients or 
members of the public with this training to work with. 

Results 

The final study database contained 142 meta-analyses 
with a total of 1153 trials. Figure 1 shows the flow 

of data through the study, from screening to final 
dataset. We contacted the trial author for 54 (5%) 
of the 1153 trials in the dataset. In 28 instances the 

authors replied (response rate 52%), and the fraction 
of trials with unclear blinding status was thereby 

reduced from 95/1153 (8%) to 67/1153 (6%). 
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L 

Om 
Potentially informative meta-analyses 

51042 
All Cochrane reviews published or updated between 1 February 2013 and 18 February 2014 

—* Excluded reviews with no informative meta-
analyses based on risk of bias assessments 

1295 
Reviews 

395 potentially informative meta-analyses, of which 226 had observer reported outcomes 

Ex 

Excluded meta-analyses at random, of 226, 
with observer reported outcomes owing • 

to an excess of such meta-analyses 

cluded meta-analyses not informative 
based on information on blinding in trial 
publications/contact with trial authors 

CM 
Initial MetaBLIND database 

Meta-analyses informative based on information in trial publications (1702 trials) 

on 
Removed trials e 

106 Either no or all participants experienced outcome event (not possible to calculate odds 
ratio) 

2 Missing required information to calculate standardised mean difference 
1 Removed since included with same outcome in two meta-analyses due to be included 

—+ in same meta-epidemiological analysis. Removed at random from one of the meta-
analyses 1 

j300 28 meta-analyses in which it was not clear which intervention was experimental and 
which was control 

57 5 meta-analyses with inverse variance outcomes (not standardised mean difference) 
83 14 meta-analyses were lost as they were non-informative about the effect of blinding 

patients, care providers, or outcome assessor due to removal of trials 

MetaBLlND analysis dataset 
Meta-analyses (1153 trials) 

MW wi fla W: lb 
Effect of blinding Effect of blinding 

patients in patients in 
trials with patient 1trials with blinded 

reported observer reported 
outcomes outcomes 

All* 

21 (155) 

Hypothesis of benefits 

18(132) 

Hypothesis of harm* 

3(23) 

14(95) 

14(95) 

0 

Ila 
Effect of blinding 

healthcare 
providers in trials 
with healthcare 
provider decision 

outcomes 

35(226) 

29 (173) 

6(53) 

Effect of blinding 
healthcare 

providers in trials 
with blinded 

observers/patients 
assessing outcome 

ll 
Effect of blinding 

outcome 
assessors (that is, 
observers) in trials 
with subjective 
outcomes 

51(413) 

46(397) 

5(16) 

Fig 11 Study flow diagram. *Meta -an alyses contributing with trials that had outcome measures categorised as "mixed" 
(that is, it was not possible to classify them as patient reported, healthcare provider decision, or observer reported 

because they contained elements from more than one of these types) were not counted. Mixed outcome trials did not 
contribute to the main analyses 
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Appendix table 1 shows the proportions of trials 

classified as definitely yes and probably yes. 
Table 1 shows characteristics of the 142 meta-

analyses and 1153 trials included in the dataset. The 
median year of trial publication was 2003 (interquartile 
range 1996-2008), and the median sample size was 

768 (293.2025) patients for meta-analyses and 106 
(50-270) for trials. Of the 1153 trials included in 

the analysis dataset, 1112 (96%) had a parallel trial 

design and 753 (65%) were drug trials. Full details are 
given in appendix table 1. 

Various methodological characteristics were strongly 

associated across trials. For instance, trials in which 
the outcome assessor was blinded were more likely 
to have adequate allocation concealment (odds ratio 

3.0, 95% confidence interval 2.2 to 4.0) and complete 
outcome data (2.0, 1.5 to 2.8). Trials reporting that 

patients were blinded were more likely to report that 
the outcome assessor was blinded (75.0, 38.6 to 
145.8). Full details are shown in appendix tables 2 and 

3. Figure 2 presents results for each of the five main 
analyses (la, lb, ha, hlb, III). Forest plots of the meta-

analyses are shown in appendix figure 1. 

For the effect of blinding patients in trials with patient 
reported outcomes (analysis la), 18 informative meta-
analyses with a hypothesis of benefit contained 132 

trials. Patient blinding was assessed as probably yes or 

definitely yes in 33 trials (25%). The average ROR was 
0.91 (95% credible interval 0.61 to 1.34). The average 
standard deviation increase in heterogeneity between 

trials among non-blinded trials was very imprecisely 

estimated and is presented in figure 2 and appendix 
table 4, together with implied 95% predictive intervals 

for the ROR in a single trial, to facilitate interpretation. 

For the effect of blinding patients in trials with 
blinded observer reported outcomes (analysis Tb), 14 
informative meta-analyses with a hypothesis of benefit 

contained 95 trials. Patient blinding was assessed as 
probably yes or definitely yes in 57 (60%) of these. The 
average ROR was 0.98 (95% credible interval 0.69 to 
1.39). 

For the effect of blinding healthcare providers in 

trials with healthcare provider decision outcomes 
(analysis ha), 29 informative meta-analyses with a 

hypothesis of benefit contained 173 trials. Healthcare 

provider blinding was assessed as probably yes or 
definitely yes in 93 of these trials (54%). The average 

ROR was 1.01 (95% credible interval 0.84 to 1.19). For 
the effect of blinding healthcare providers in trials with 
blinded observers or patients assessing the outcome 

(analysis hhb), 13 informative meta-analyses with a 
hypothesis of benefit contained 91 trials. Healthcare 
provider blinding was assessed as probably yes or 

definitely yes in 61 trials (67%). The average ROR was 
0.97 (95% credible interval 0.64 to 1.45). 

For the effect of blinding outcome assessors (that is, 

observers) in trials with subjective outcomes (analysis 
III), 46 informative meta-analyses with a hypothesis 

of benefit contained 397 trials. Outcome assessor 
blinding was assessed as probably or definitely yes in 

199 of these trials (50%). The average ROR was 1.01 
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Trial group (No of contributing 
meta-analyses, contributing trials) 

Ratio of odds 
ratios 

(95% credible 
interval) 

Ratio of odds 
ratios 

(95% credible 
interval) 

Increase in Standard 
standard deviation 
deviation between 
between meta-
trials* analysest 

(Ia) Patients - patient reported outcomes (18, 132) 

(lb) Patients - blinded observer reported outcomes (14, 95) 

(ha) Healthcare providers - healthcare provider decision outcomes (29. 173) 

(hib) Healthcare providers - outcomes assessed by blinded observers/patients (13, 91) 

(Ill) Outcome assessor - subjective outcomes (46,397) 

Low (15. 155) 

Moderate (23,165) 

High (8, 77) 

0.91 (0.61 to 1.34) 0.22 

0.98 (0.69 to 1.39) 0.10 

1.01 (0.84 to 1.19) 0.06 

0.97 (0.64 to 1.45) 0.10 

1.01 (0.86 to 1.18) 

0.94 (0.71 to 1.21) 

•  1.05 (0.83 to 1.38) 

 - 1.10(O.75to1.63) 

0.6 0.75 1 1.25 1.5 

0.05 

0.20 

0.11 

0.06 

0.13 

0.09 

Fig 2 I Estimated ratios of odds ratios and effects on heterogeneity associated with blinding status of patients, healthcare providers, and outcome 
assessors. Unadjusted analyses. *Increase in standard deviation between trials: (Ia) 0.22 (95% credible interval 0.02 to 0.60), (lb) 0.10 (0.01 to 
0.30), (ha) 0.06 (0.01 to 0.30), (llb) 0.10 (0.01 to 0.59), (III) 0.05 (0.01 to 0.22). tStandard deviation between meta-analyses: (Ia) 0.20 (95% credible 
interval 0.01 to 0.74), (lb) 0.11 (0.01 to 0.55), (Ha) 0.06 (0.01 to 0.26), (llb) 0.13 (0.01 to 0.82), (III) 0.09 (0.01 to 0.31) 

(95% credible interval 0.86 to 1.18). In the additional 
analysis in which we explored the impact of the level 
of subjectivity of the outcome, we estimated average 

RORs of 0.94 (0.71 to 1.21), 1.05 (0.83 to 1.38), and 
1.10 (0.75 to 1.63) for outcomes with low, moderate, 

and high degree of subjectivity; respectively. 
For each of the five main analyses, separate 

adjustment for concealment of the allocation sequence, 
attrition, and trial size did not materially change the 

result (table 2). Estimated increases in heterogeneity 

between trials and estimates of variability between 

meta-analyses in average bias also did not change 
substantially, compared with the unadjusted main 

analyses. 
Analyses comparing trials described as "double 

blind" (or "triple blind") with those not so described, 
or with an unclear status, did not show any effect 

when they included meta-analyses with any type of 

outcome (ROR 0.99, 95% credible interval 0.86 to 
1.09), nor when they included only meta-analyses 
with subjective observer reported outcomes and a 

hypothesis of benefit (1.11, 0.86 to 1.44; table 3). 
Exclusion of trials with an unclear blinding status 
from the unadjusted main analyses did not change 

the results substantially (table 3). 

Results of secondary analyses looking separately at 
the effect of blinding patients, healthcare providers, 
or outcome assessors across different types of 

outcomes are shown in appendix table 5. For example, 

an analysis based on observer reported outcomes 
classified as objective also showed little evidence of an 

effect of outcome assessor blinding status (ROR 0.94, 

95% credible interval 0.61 to 1.26; meta-analyses with 
a hypothesis of benefit only). 
A pre-planned repetition of the main analyses based 

only on trials scored as definitely yes versus trials scored 

as definitely no proved unfeasible due to insufficient 

numbers of meta-analyses (appendix table 5). A post 
hoc analysis indicated about 10% exaggeration of 

the odds ratio in trials without adequate concealment 
of the allocation sequence (table 3). We report the 
results of other post hoc analyses for type of outcome 
(continuous v binary) and type of comparator (active 

control v inactive control) in table 3. 
Results for the five main analyses repeated using the 

alternative, label-invariant, model of Rhodes et al 16 are 

presented in appendix table 6. The estimates of ROR and 
of heterogeneity between meta-analyses in bias from 

both models were similar. Results for heterogeneity 
between trials were not directly comparable to those 
for the main model, but indicated a possible increase 
in heterogeneity among blinded trials, although again 

the parameter estimates were very imprecise. 

Discussion 

We found no evidence of a difference, on average, 

in estimated treatment effects between randomised 

clinical trials with and without blinding of patients, 
between trials with and without blinding of healthcare 

providers, and between trials with and without blinding 

of outcome assessors. In all instances the credible 

intervals were wide, including both considerable 
difference and no difference. The same pattern was 
found when comparing trials that were double blind 

with those that were not. Our findings of an increase in 
heterogeneity between trials are inconclusive, owing to 
a lack of information. 

Strengths and challenges of the study 

The main strengths and originality of our study were 
that blinding was analysed according to the type of 

person blinded and due consideration given to the type 
of outcome. Analysis in this way allowed a separation 
of the two main types of blinding related bias 
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(performance and detection bias) and enabled a 
comprehensive analysis that was less reliant on the way 
in which authors used the phrase "double blind." Also, 
we had a low proportion of trials with unclear blinding 
status, partly because we attempted to contact the trial 
authors. We restricted the main analyses to outcomes 
measured, based on a hypothesis of benefit, and 
ensured that interventions considered experimental in 
our analyses were also regarded as experimental in the 
individual trials. 
The specificity of the comparisons limited the 

number of trials and meta-analyses that could be 
included in individual analyses, which restricted the 
precision of estimated differences between trials with 
and without the various types of blinding. We planned 
our sample size pragmatically, primarily based on 
results of comparisons within trials13 17-19 Formal 
power calculations were published after we had 
planned our study.2° 

Meta-epidemiological studies are observational 
and so estimated effects of trial characteristics could 
be confounded. We adjusted for predefined variables 
such as allocation concealment, attrition, trial size, 
and blinding status of patients. Concurrent adjustment 
for a combination of factors was not feasible, and 
confounding by unknown or unmeasured factors 
could have affected results. 

Confounding by other methodological 
characteristics can be expected to exaggerate the 
estimated effect of lack of blinding, rather than cancel 
it. Nevertheless, attenuation of the estimated effect 
of blinding by confounding cannot be ruled out. For 
instance, more pragmatically conducted trials within 
a meta-analysis (those with the broadest inclusion 
criteria and with least control of treatment adherence) 
could be less likely to have used blinding and could 
have resulted in less beneficial treatment effects than 
more explanatory trials. The consequence would be to 
move the estimated ROR towards 1. 

Blinding could have less impact in trials comparing 
an experimental intervention with an active comparator 
(that is, not compared with placebo, no treatment, 
or standard care). Type of comparator, however, did 
not seem to affect the analysis of outcome assessor 
blinding, and too few informative meta-analyses 
precluded additional analyses. Possibly, blinding 
could have less impact in trials that aim to determine 
an intention-to-treat effect than in trials aiming to 
determine a per protocol effect. We did not explore 
whether the impact of blinding differed according to 
inferential goal or type of analysis. 

Blinding could be lost during the course of a trial, 2' 
which would tend to attenuate the apparent differences 
between blinded and non-blinded trials. Other factors 
to consider are a possibly larger impact of non-
reporting bias on blinded trials, and misclassification 
(despite our intensive efforts to classify correctly the 
blinding status of patients, healthcare providers, 
and outcome assessors). In general, non-differential 
misclassification would bias our results towards no 
impact of lack of blinding. 
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Table 3 I Secondary analyses. Data are outcome measure (95% credible interval) unless stated otherwise 
No of 
meta-analyses, ROR 
trials 

Lack of double blinding or unclear double blinding (v double blind) 

K 

All Outcomes 94,722 
0.99 
(0.86 tol.09) 

1.02 
(0.90 to 1.13) 
0.64 
(0.38 to 1.04) 

1.04 
(0.84 to 1.25) 

1.11 
(0.86 to 1.44) 

0.89 
(0.57 to 1.40) 

0.98 
(0.79 to 1.19) 

0.07 0.06 
(0.01 to 0.29) (0.01 to 0.18) 

0.06 0.07 
(0.01 to 0.27) (0.01 to 0.19) 

0.15 0.13 
(0.01 to 0.89) (0.01 to 1.23) 

0.14 0.08 
(0.01 to 0.57) (0.01 to 0.23) 

0.13 0.09 
(0.01 to 0.61) (0.01 to 0.42) 

0.15 0.12 
(0.01 to 0.83) (0.01 to 0.88) 

0.07 0.07 
(0.01 to 0.31) (0.01 to 0.36) 

Benefit 74, 583 

Harms 20, 139 

Observer reported outcomes: benefit 36, 374 

Subjectively assessed observer reported outcomes: benefit 27, 221 

Patient reported outcomes: benefit 13,53 

Healthcare provider decision outcomes: benefit 24, 147 

Repeat of the main analyses excluding trials with unclear blinding status 

(Ia) Effect of blinding patients in trials with patient reported Outcomes 
16, 116 

1.10 
(0.72 to 1.69) 

1.00 
(0.70 to 1.44) 

0.97 
(0.77 to 1.18) 

0.96 
(0.64 to 1.45) 

1.01 
(0.85 to 1.20) 

0.19 0.23 
(0.02 to 0.76) (0.02 to 0.61) 

0.11 0.10 
(0.01 to 0.58) (0.01 to 0.60) 

0.08 0.07 
(0.01 to 0.36) (0.01 to 0.39) 

0.14 0.10 
(0.01 to 0.82) (0.01 to 0.68) 

0.11 0.06 
(0.0110 0.35) (0.01 to 0.25) 

(Ib) Effect of blinding patients in trials with blinded observer reported outcomes 
14,94 

(ha) Effect of blinding healthcare providers in trials with healthcare provider decision outcomes 
28, 160 

(lib) Effect of blinding healthcare providers in trials with blinded observers/patients assessing the out-
come 

(Ill) Effect of blinding outcome assessors (that is, observers) in trials with subjective outcomes 

13,90 

43, 365 

Main analysis by type of outcome 

(If) Effect of blinding outcome assessors (that is, observers) in trials with subjective outcomes: continu-
ous* 

(Ill) Effect of blinding outcome assessors (that is, observers) in trials with subjective outcomes: bi nary* 

14, 108 

32, 289 

dSMD 0.02 0.07 0.07 
(-0.22 to 0.26) (0.01 to 0.37) (0.01 to 0.31) 

1.01 0.11 0.06 
(0.85 to 1.20) (0.01 to 0.37) (0.01 to 0.23) 

Main analyses by type of control intervention 

(Ill) Effect of blinding outcome assessors (that is, observers) in trials with subjective outcomes: active 
control* 

(Ill) Effect of blinding outcome assessors (that is, observers) in trials with subjective outcomes: inactive 
control 
(placebo/no treatment/standard care)* 

Inadequate (or unclear) concealment of the allocation sequence (v adequate) 

12,61 

34,336 

1.01 
(0.64 to 1.55) 

1.01 
(0.85 to 1.21) 

0.12 0.10 
(0.01 to 0.70) (0.01 to 0.56) 

0.10 0.06 
(0.01 to 0.36) (0.01 to 0.23) 

(Ia) Effect of blinding patients in trials with patient reported outcomest 13, 116 
0.95 
(0.68 to 1.29) 

0.90 
(0.72 to 1.12) 

0.88 
(0.76 to 1.02) 

0.11 0.10 
(0.01 to 0.63) (0.01 to 0.51) 

0.09 0.07 
(0.01 to 0.35) (0.01 to 0.32) 

0.07 0.08 
(0.01 to 0.27) (0.01 to 0.30) 

(Ha) Effect of blinding healthcare providers in trials with healthcare provider decision outcomest 22, 154 

(Ill) Effect of blinding outcome assessors (that is, observers) in trials with subjective outcomest 40,349 

ROR=ratio of odds ratios; K---standard deviation increase in heterogeneity between trials; Q=standard deviation in mean bias between meta-analyses; dSMO=difference in standardised mean 
difference. 
*The prespecited minimum of 10 meta-analyses for analysis to be feasible was met only in analysis Ill. 
tAnalyses include rneta-analyses from each of the datasets used in the main analyses that were informative for the impact of inadequate (or unclear) concealment of the allocation sequence. The 
numbers of informative meta-analyses in analyses lb and Ilb did not meet the prespecified minimum of 10 meta-analyses for analysis to be feasible. 

The generalisability of our results could be 
affected by the sampling strategy inherent in a meta-
epidemiological approach. Thus, inclusion of only 
meta-analyses containing both blinded and non-
blinded trials excludes situations where all trials 
are blinded (as blinding is considered of paramount 
importance) or, conversely, areas where all trials tend 
to be non-blinded. Similarly, review authors might be 
more likely to include both blinded and non-blinded 
trials in a meta-analysis when there is no clear 
difference in effect estimates between the two. 
Our estimation of average bias (ROR) was robust 

with regard to choice of statistical model. '4 16 The same 
applied to our analyses of heterogeneity in bias between 
meta-analyses. The model restriction embedded in the 

additive model by Welton and colleagues, 14 used for 
our main analyses, however, implies that between-
trial heterogeneity among non-blinded trials can 
only increase (or remain unchanged). We reanalysed 
our data with an alternative model not restricted by 
this assumption,'6 which was not available when 
we planned our study. The reanalysis indicated a 
possible decrease in heterogeneity among non-blinded 
trials, although estimates were imprecise, and results 
were also consistent with a considerable increase 
in heterogeneity between trials. We interpret this 
result cautiously, to imply that there was insufficient 
information to determine whether lack of blinding 
was associated with increased heterogeneity between 
trials. Few direct comparisons have been published 
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between the newly developed label-invariant model 16 
and the additive model 14 used in our study and in most 
large meta-epidemiological studies.'2 22 Analyses of 

the ROBES study database based on the additive model 
indicated an increase in heterogeneity between trials 

among trials with inadequate or unclear concealment 
of allocation, whereas the label-invariant model 
indicated a decrease.'6 

Other studies 

Systematic reviews of meta-epidemiological studies7 23 

identified four studies (comparisons within meta-

analyses) estimating the impact of blinding patients, 
three studies estimating the impact of blinding trial 
personnel, and four studies estimating the impact of 

blinding outcome assessors. In all instances, blinding 
had surprisingly little effect .7 23 Two additional recent 

studies partly confirmed this pattern: an analysis 
of physiotherapy trials24 found little evidence of an 

impact of blinding of patients or of outcome assessors, 
and a study of oral health trials25 found no evidence 

of an impact of blinding of outcome assessors, though 
some evidence of a moderate effect of patient blinding. 

By contrast, three systematic reviews of within-trial 
comparisons for 51 trials with both blinded and non-

blinded outcome assessment found that blinding had 
a clear effect. '7'9 For example, non-blinded outcome 

assessors of subjective 26 outcomes exaggerated odds 
ratios by 36%, on average.'7 Similarly, a systematic 

review of 12 trials randomising patients to blinded 
and non-blinded substudies reported a pronounced 

bias due to lack of patient blinding in complementary/ 
alternative medicine trials with patient reported 

outcomes, exaggerating effect sizes by 0.56 standard 

deviations.'3 Such comparisons within trials have 
no major risk of confounding. The trial design is 
rare, however, so to what extent the results could be 

generalised is not clear. 
Results of meta- epidemiological studies comparing 

double blind trials with trials without (or unclear) 

double blinding have shown noticeable variation .7 A 
systematic review by Page and colleagues found an 

overall 8% exaggeration of odds ratios in trials without 
double blinding (although confidence intervals 

overlapped no effect) ,7 and an exaggeration of 23% 
when outcomes were subjective.7 12 

Mechanisms and implications 

Clarification of the circumstances in which blinding 
is important in trials, and an empirical assessment 

of direction and degree of bias, have important and 

direct implications for the design of future trials, for 
interpretation of trial results, and for instructions on 
how to assess risk of bias when conducting systematic 

reviews. Clarification is also pertinent to the current 
debate on the balance between reliability and relevance 

of unblinded patient reported outcome measures 
(PROMS) '21 28 and the relative importance of blinded 

explanatory trials versus unblinded pragmatic trials. 29 

Convincing theoretical reasons lead us to expect 
both detection and performance bias in non-blinded 

trials. Experimental psychology backs the notion 

that expectations and interest tend to shape human 
evaluations.3' 31 Comparisons within trials13 17-19 

provide strong evidence that in specific settings lack of 

blinding in trials causes considerable bias. Exactly what 
characterises these settings is unclear, however. We 

suggest that replication of our study would be valuable, as 
would updates of the systematic reviews of comparisons 
within trials, and exploration of the conditions under 
which blinding is more, or less, important. 

Meta-epidemiological studies are often used to assess 
empirically dimensions of bias in randomised trials, but 

they could themselves be biased. For example, meta-
epidemiological studies of allocation concealment 

have disclosed an unexpected dependence of impact on 
type of outcome. 12 Theoretically, impact of allocation 

concealment should not depend on the subjectivity 
of outcomes .7 32 We suggest careful consideration of 

the risk of confounding and of bias, such as bias due 
to misclassification of methodological characteristics 
or due to erroneous identification of treatments as 
experimental and control, in meta-epidemiological 
studies.33 

Blinding has been considered an essential 
methodological precaution in trials for decades. 

We did not expect to find that our study does not 

firmly underpin standard methodological practice. 
Further, our results are coherent with other meta-

epidemiological studies that have reported similar 
results. The implication seems to be that either blinding 
is less important (on average) than often believed, that 

the meta-epidemiological approach is less reliable, or 
that our findings can, to some extent, be explained by 

lack of precision. At present, we suggest that assessors 
of the risk of bias in trials included in a systematic 
review continue to deal with the implications of lack of 

blinding for risk of bias, as is done in version 2 of the 

Cochrane risk of bias tool. 34 
In conclusion, we found no evidence of a difference, 

on average, in estimated treatment effect between 
randomised clinical trials with blinded and non-
blinded patients, between trials with blinded and 
non-blinded healthcare providers, and between trials 

with blinded and non-blinded outcome assessors. The 
apparent lack of a major average effect of blinding on 

estimated treatment effects is surprising to us and is at 
odds with methodological standard practices. We are 

unclear to what extent our results show that blinding 

is less important than previously believed, show the 
limitations of the meta-epidemiological approach (eg, 

residual confounding), or show a lack of precision 
in the comparisons made. Until our study has been 
replicated, and we have a clearer understanding of 
which types of trials are susceptible to bias associated 

with lack of blinding, we suggest that blinding remains 

an important methodological safeguard in trials in 
which it is feasible. 
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Abstract 

In the GRADE approach, randomized trials start as high-quality evidence and observational studies as low-quality evidence, but both 

can be rated down if a body of evidence is associated with a high risk of publication bias. Even when individual studies included in best-

evidence summaries have a low risk of bias, publication bias can result in substantial overestimates of effect. Authors should suspect pub-

lication bias when available evidence comes from a number of small studies, most of which have been commercially funded. A number of 

approaches based on examination of the pattern of data are available to help assess publication bias. The most popular of these is the funnel 

plot; all, however, have substantial limitations. Publication bias is likely frequent, and caution in the face of early results, particularly with 

small sample size and number of events, is warranted. © 2011 Elsevier Inc. All rights reserved. 
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1. Introduction 

In four previous articles in our series describing the 

GRADE system of rating the quality of evidence and grad-

ing the strength of recommendations, we have described the 
process of framing the question, introduced GRADE's ap-

proach to rating the quality of evidence, and dealt with 
the possibility of rating down quality for study limitations 
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Key points 

• Empirical evidence shows that, in general, studies 
with statistically significant results are more likely 
to be published than studies without statistically 
significant results ("negative studies"). 

• Systematic reviews performed early, when only 
few initial studies are available, will overestimate 
effects when "negative" studies face delayed pub-
lication. Early positive studies, particularly if small 
in size, are suspect. 

• Recent revelations suggest that withholding of 
"negative" results by industry sponsors is com-
mon. Authors of systematic reviews should suspect 
publication bias when studies are uniformly small, 
particularly when sponsored by the industry. 

• Empirical examination of patterns of results (e.g., 
funnel plots) may suggest publication bias but 
should be interpreted with caution. 

(risk of bias). This fifth article deals with the another of the 
five categories of reasons for rating down the quality of ev-
idence: publication bias. Our exposition relies to some ex-
tent on prior work addressing issues related to publication 
bias [I]; we did not conduct a systematic review of the lit-
erature relating to publication bias. 

Even if individual studies are perfectly designed and ex-
ecuted, syntheses of studies may provide biased estimates 
because systematic review authors or guideline developers 
fail to identify studies. In theory, the unidentified studies 
may yield systematically larger or smaller estimates of ben-
eficial effects than those identified. In practice, there is 
more often a problem with "negative" studies, the omission 
of which leads to an upward bias in estimate of effect. Fail-
ure to identify studies is typically a result of studies remain-
ing unpublished or obscurely published (e.g., as abstracts or 
theses)—thus, methodologists have labeled the phenome-
non "publication bias." 
An informative systematic review assessed the extent to 

which publication of a cohort of clinical trials is influenced 
by the statistical significance, perceived importance, or 
direction of their results [2]. It found five studies that inves-
tigated these associations in a cohort of registered clinical tri-
als. Trials with positive findings were more likely to be 
published than trials with negative or null findings (odds 
ratio: 3.90; 95% confidence interval [CI]: 2.68, 5.68). This 
corresponds to a risk ratio of 1.78 (95% Cl: 1.58, 1.95), 
assuming that 41% of negative trials are published (the me-
dian among the included studies, range = 11-85%). In abso-
lute terms, this means that if 41% of negative trials are 
published, we would expect that 73% of positive trials would 
be published. Two studies assessed time to publication and 

showed that trials with positive findings tended to be pub-
lished after 4-5 years compared with those with negative 
findings, which were published after 6-8 years. Three stud-
ies found no statistically significant association between 
sample size and publication. One study found no statistically 
significant association between either funding mechanism, 
investigator rank, or sex and publication. 

2. Publication bias vs. selective reporting bias 

In some classification systems, reporting bias has two 
subcategories: selective outcome reporting, with which 
we have dealt in the previous article in the series, and pub-
lication bias. However, all the sources of bias that we have 
considered under study limitations, including selective out-
come reporting, can be addressed in single studies. In con-
trast, when an entire study remains unreported and 
reporting is related to the size of the effect—publication 
bias—one can assess the likelihood of publication bias only 
by looking at a group of studies [2-7]. Currently, we fol-
low the Cochrane approach and consider selective reporting 
bias as an issue in risk of bias (study limitations). This issue 
is currently under review by the Cochrane Collaboration, 
and both Cochrane and GRADE may revise this in future. 

3. Variations in publication bias 

The results of a systematic review will be biased if the 
sample of studies included is unrepresentative—whether 
the studies not included are published or not. Thus, biased 
conclusions can result from an early review that omits stud-
ies with delayed publication—a phenomenon sometimes 
termed "lag bias" [8]. Either because authors do not submit 
studies with what they perceive as uninteresting results to 
prominent journals or because of repeated rejection at such 
journals, a study may end up published in an obscure jour-
nal not indexed in major databases and not identified in 
a less-than-comprehensive search. Authors from non-
English speaking countries may submit their negative stud-
ies to local journals not published in English [9,10]; these 
will inevitably be missed by any review that restricts itself 
to English-language journals. Negative studies may be pub-
lished in some form (theses, book chapters, compendia of 
meeting abstract submissions—sometimes referred to as 
"gray literature") that tend to be omitted from systematic 
reviews without comprehensive searching [11]. 

With each of these variations of publication bias, there is 
a risk of overestimating the size of an effect. However, the 
importance of unpublished studies, non-English language 
publication and gray literature are difficult to predict for 
individual systematic reviews. 

One may have a mirror image phenomenon to the usual 
publication bias: a study may be published more than once, 
with different authors and changes in presentation that 
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make the duplication difficult to identify, and potentially 
lead to double counting of results within systematic reviews 
[12-15]. 

Meta-analyses of N-acetylcysteine for preventing 
contrast-induced nephropathy demonstrate a number of 
these phenomena [16]. Randomized trials reported only in 

abstract form in major cardiology journals showed smaller 
effects than trials fully published. Of those trials published, 
the earlier published studies showed larger effects than the 
later published studies. Studies with positive results were 
published in journals with higher impact factors than stud-
ies with negative conclusions. Systematic reviews proved 
vulnerable to these factors, included published studies more 
often than abstracts, and conveyed inflated estimates of 
treatment effect. Table 1 presents a number of ways that se-
lective or nonpublication can bias the results of a best-
evidence summary classified according to the phase of 
the publication process. 

4. Bigger dangers of publication bias in reviews with 
small studies 

The risk of publication bias may be higher for reviews 
that are based on small randomized controlled trials (RCTs) 
[17-19]. RCTs including large numbers of patients are less 
likely to remain unpublished or ignored and tend to provide 
more precise estimates of the treatment effect, whether pos-
itive or negative (i.e., showing or not showing a statistically 
significant difference between intervention and control 
groups). Discrepancies between results of meta-analyses 
of small studies and subsequent large trials may occur as 
often as 20% of the time [20], and publication bias may 
be a major contributor to the discrepancies [21]. 

5. Large studies are not immune 

Although large studies are more likely to be published, 
sponsors who are displeased with the results may delay 
or even suppress publication [14,22,23]. Furthermore, they 
may publish in journals with limited readership studies that, 
by their significance, warrant publication in the highest 

Table 1. Publication bias 

profile medical journals. They may also succeed in obscur-
ing results using strategies that are scientifically unsound. 
The following example illustrates all these phenomena. 

Salmeterol Multicentre Asthma Research Trial 
(SMART) was a randomized trial that examined the impact 
of salmeterol or placebo on a composite outcome of 
respiratory-related deaths and life-threatening experiences. 
In September 2002, after a data monitoring committee 
review of 25,858 randomized patients showed a nearly sig-
nificant increase in the primary outcome in the salmeterol 
group, the sponsor, GlaxoSniithKline (GSK), terminated 
the study. Deviating from the original protocol, GSK sub-
mitted to the Food and Drug Administration (FDA) an anal-
ysis that included events in the 6 months after trial 
termination, an analysis that produced a diminution of the 
dangers associated with salmeterol. The FDA eventually 
obtained the correct analysis [24]. The correct SMART 
analysis was finally published in January 2006 in a specialty 
journal, CHEST [25]. 

In another more recent example, Schering-Plough de-
layed, for almost 2 years, publication of a study of more 
than 700 patients that investigated a combination drug, eze-
timibe and simvastatin vs. simvastatin alone, for improving 
lipid profiles and preventing atherosclerosis [26]. A review 
of submissions to the FDA in 2001 and 2002 found that 
many trials were still not published 5 years after FDA 
approval [27]. These examples of lag time bias demonstrate 
the need for avoiding excessive enthusiasm about early 
findings with new agents. 

6. When to rate down for publication bias—industry 
influence 

In general, review authors and guideline developers 
should consider rating down for likelihood of publication 
bias when the evidence consists of a number of small stud-
ies [17-21]. The inclination to rate down for publication 
bias should increase if most of those small studies are in-
dustry sponsored or likely to be industry sponsored (or if 
the investigators share another conflict of interest) 
[14,23,28]. 

Phases of research publication Actions contributing to or resulting in bias 

Preliminary and pilot studies 

Report completion 

Journal selection 
Editorial consideration 
Peer review 

Author revision and resubmission 

Report publication 

Small studies more likely to be "negative" (e.g., those with discarded or failed hypotheses) remain 
unpublished; companies classify some as proprietary information 

Authors decide that reporting a "negative" study is uninteresting; and do not invest the time and effort 
required for submission 

Authors decide to submit the "negative" report to a nonindexed, non-English, or limited-circulation journal 
Editor decides that the "negative" study does not warrant peer review and rejects manuscript 
Peer reviewers conclude that the "negative" study does not contribute to the field and recommend rejecting 

the manuscript. Author gives up or moves to lower impact journal. Publication delayed 

Author of rejected manuscript decides to forgo the submission of the "negative" study or to submit it again 
at a later time to another journal (see "journal selection," above). 

Journal delays the publication of the "negative" study 

Proprietary interests lead to report getting submitted to, and accepted by, different journals 
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An investigation of 74 antidepressant trials with a mean 
sample size of fewer than 200 patients submitted to the 
FDA illustrates the paradigmatic situation [28]. Of the 38 
studies viewed as positive by the FDA, 37 were published. 
Of the 36 studies viewed as negative by the FDA, 14 were 
published. Publication bias of this magnitude can seriously 
bias effect estimates. 

Additional criteria for suspicion of publication bias in-
clude a relatively recent RCT or set of RCTs addressing 
a novel therapy and systematic review authors' failure to 
conduct a comprehensive search (including a search for 
unpublished studies). 

7. Using study results to estimate the likelihood of 
publication bias 

Another criterion for publication bias is the pattern of 
study results. Suspicion may increase if visual inspection 
demonstrates an asymmetrical (Fig. lb) rather than a sym-
metrical (Fig. la) funnel plot or if statistical tests of asym-
metry are positive [29,30]. Although funnel plots may be 
helpful, review authors and guideline developers should 
bear in mind that visual assessment of funnel plots is dis-
tressingly prone to error [31,32]. Enhancements of funnel 
plots may (or may not) help to improve reproducibility 
and validity associated with their use [33]. 

Statisticians have developed quantitative methods that 
rely on the same principles [29,30]. Other statisticians have, 
however, questioned their appropriateness [7,34-36]. 

Furthermore, systematic review and guideline authors 
should bear in mind that even if they find convincing evi-
dence of asymmetry, publication bias is not the only expla-
nation. For instance, if smaller studies suffer from greater 
study limitations, they may yield biased overestimates 
of effects. Another explanation would be that, because of 
a more restrictive (and thus responsive) population, or 
a more careful administration of the intervention, the effect 
may actually be larger in the small studies. 
A second set of tests, referred to as "trim and fill," tries 

to impute missing information and address its impact. Such 
tests begin by removing small "positive" studies that do 
not have a "negative" study counterpart. This leaves a sym-
metric funnel plot that allows calculation of a putative true 
effect. The investigators then replace the "positive" studies 
they have removed and add hypothetical studies that mirror 
these "positive" studies to create a symmetrical funnel plot 
that retains the new pooled effect estimate [21]. The same 
alternative explanations to asymmetry that we have noted 
for funnel plots apply here, and the imputation of new miss-
ing studies represents a daring assumption that would leave 
many uncomfortable. 

Another set of tests estimates whether there are differen-
tial chances of publication based on the level of statistical 
significance [37,38]. These tests are well established in 
the educational and psychology literature but, probably 
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Fig. 1. (a) Funnel plot. The circles represent the point estimates of the 
trials. The pattern of distribution resembles an inverted funnel. Larger 

studies tend to be closer to the pooled estimate (the dashed line). In 
this case, the effect sizes of the smaller studies are more or less sym-
metrically distributed around the pooled estimate. (b) Publication 

bias. This funnel plot shows that the smaller studies are not symmet-
rically distributed around either the point estimate (dominated by the 
larger trials) or the results of the larger trials themselves. The trials ex-
pected in the bottom right quadrant are missing. One possible expla-
nation for this set of results is publication bias—an overestimate of 
the treatment effect relative to the underlying truth, 

because of their computational difficulty and complex as-
sumptions, are uncommonly used in the medical sciences. 

Finally, a set of tests examines whether evidence 
changes over time. Recursive cumulative meta-analysis 
[39] performs a meta-analysis at the end of each year for 
trials ordered chronologically and notes changes in the 
summary effect. Continuously diminishing effects strongly 
suggests time lag bias. Another test examines whether the 
number of statistically significant results is larger than what 
would be expected under plausible assumptions [40]. 

In summary, each of the approaches to using available 
data to provide insight into the likelihood of publication 
bias may be useful but has limitations. Concordant results 
of using more than one approach may strengthen inferences 
regarding publication bias. 

More compelling than any of these theoretical exercises 
is authors' success in obtaining the results of some unpub-
lished studies and demonstrating that the published and 
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Fig. 2. Funnel plot of studies of flavonoids for ameliorating symptoms 

in patients with hemorrhoids [48]. RR, risk ratio. 

unpublished data show different results. In these circum-
stances, the possibility of publication bias looms large. 
For instance, a systematic review found that including 
unpublished studies of the use of quinine for the treatment 
of leg cramps decreased the estimated effect size by a factor 
of two [41]. Unfortunately, obtaining the unpublished stud-
ies is not easy (although reliance on FDA submissions 
[or submissions to other regulatory agencies], as dem-
onstrated in a number of examples we cited, can be very 
effective). On the other hand, reassurance may come 
from a systematic review that has succeeded in gaining in-
dustry cooperation and states that all trials have been 
revealed [42]. 

Prospective registration of all RCTs at inception and be-
fore their results become available enables review authors 
(and those using systematic reviews) to know when relevant 
trials have been conducted so that they can ask the respon-
sible investigators for the relevant study data [43,44]. Man-
datory registration of RCTs may be the only reliable 
method of addressing publication bias, and it is becoming 
increasingly common [45]. Consequently, searching clini-
cal trial registers is becoming increasingly valuable and 
should be considered by review authors and those using 
systematic reviews when assessing the risk of publication 
bias. There is currently no initiative for registration of ob-
servational studies, leaving them, for the foreseeable future, 
open to publication bias. 

8. Publication bias in observational studies 

The risk of publication bias is probably larger for obser-
vational studies than for RCTs [3,32], particularly small ob-
servational studies and studies conducted on data collected 
automatically (e.g., in the electronic medical record or in 
a diabetes registry) or data collected for a previous study. 
In these instances, it is difficult for the reviewer to know 
if the observational studies that appear in the literature rep-
resent all or a fraction of the studies conducted, and 
whether the analyses in them represent all or a fraction of 

those conducted. In these instances, reviewers may consider 
the risk of publication bias as substantial [46,47]. 

9. Rating down for publication bias—an example 

A systematic review of flavonoids in patients with hemor-
rhoids provides an example of a body of evidence in 
which rating down for publication bias is likely appropri-
ate [48]. All trials, which ranged in size from 40 to 234 
patients—with most around 100—were industry sponsored. 
Furthermore, the funnel plot suggests the possibility of 
publication bias (Fig. 2). 

10. Acknowledging the difficulties in assessing the 
likelihood of publication bias 

Unfortunately, it is very difficult to be confident that 
publication bias is absent, and almost equally difficult to 
know where to place the threshold and rate down for its 
likely presence. Recognizing these challenges, the terms 
GRADE suggests using in GRADE evidence profiles for 
publication bias are "undetected" and "strongly sus-
pected." Acknowledging the uncertainty, GRADE suggests 
rating down a maximum of one level (rather than two) for 
suspicion of publication bias. Nevertheless, the examples 
cited herein suggest that publication bias is likely frequent, 
particularly in industry-funded studies. This suggests the 
wisdom of caution in the face of early results, particularly 
with small sample size and number of events. 
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Abstract 

GRADE suggests that examination of 95% confidence intervals (CIs) provides the optimal primary approach to decisions regarding im-
precision. For practice guidelines, rating down the quality of evidence (i.e., confidence in estimates of effect) is required if clinical action 
would differ if the upper versus the lower boundary of the CI represented the truth. An exception to this rule occurs when an effect is large, 

and consideration of CIs alone suggests a robust effect, but the total sample size is not large and the number of events is small. Under these 

circumstances, one should consider rating down for imprecision. To inform this decision, one can calculate the number of patients required 

for an adequately powered individual trial (termed the "optimal information size" [015]). For continuous variables, we suggest a similar 

process, initially considering the upper and lower limits of the Cl, and subsequently calculating an OIS. 
Systematic reviews require a somewhat different approach. If the 95% CI excludes a relative risk (RR) of 1.0, and the total number of events or 

patients exceeds the OIS criterion, precision is adequate. If the 95% CI includes appreciable benefit or harm (we suggest an RR of under 0.75 or 

over 1.25 as a rough guide) rating down for imprecision maybe appropriate even if OIS criteria are met. © 2011 Elsevier Inc. All rights reserved. 

Keywords: GRADE; Quality of evidence; Confidence in estimates; Imprecision; Optimal information size; Confidence intervals 
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1. Introduction 

In five previous articles in our series describing the 

GRADE system of rating the quality of evidence and grad-

ing the strength of recommendations, we have described the 

process of framing the question, introduced GRADE's ap-

proach to quality-of-evidence rating, and described two rea-

sons for rating down quality of evidence because of bias: 
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Key Points 

• GRADE's primary criterion for judging precision 
is to focus on the 95% confidence interval (CI) 
around the difference in effect between interven-
tion and control for each outcome. 

• In general, the CIs to consider are those around the 
absolute, rather than the relative effect. 

• If a recommendation or clinical course of action 
would differ if the upper versus the lower boundary 
of the Cl represented the truth, consider the rating 
down for imprecision. 

• Even if CIs appear satisfactorily narrow, when effects 
are large and both sample size and number of events 
are modest, consider the rating down for imprecision. 

study limitations and publication bias. In this article, we 
address another reason for rating down evidence quality: 
random error or imprecision. 
We begin our discussion by highlighting the differences 

between systematic reviews and guidelines in the defini-
tions of quality of evidence (i.e., confidence in estimates 
of effect) and thus in the criteria for judgments regarding 
precision. We then describe the key point of the article: 
how one can use CIs as the primary tool for judging preci-
sion (or the lack it), and how to examine the relation be-
tween Cl boundaries and important effects for binary 
outcomes in the context of clinical practice guidelines. 

Unfortunately, there are limitations of CIs; we will sug-
gest a potential solution to the problem—the optimal infor-
mation size. After summarizing our approach to evaluating 
precision in the context of guidelines, we apply the same 
logic to assessing precision in systematic reviews, the spe-
cial case of low event rates, and how our approach applies 
to continuous variables. 

2. Criteria for imprecision differ for guidelines and 
systematic reviews 

GRADE defines evidence quality differently for system-
atic reviews and guidelines. For systematic reviews, quality 
refers to our confidence in the estimates of effect. For guide-
lines, quality refers to the extent to which our confidence in 
the effect estimate is adequate to support a particular decision. 

3. Confidence intervals capture the extent of 
imprecision—mostly 

To a large extent, CIs inform the impact of random error 
on evidence quality. Within the frequentist (in contrast to 
Bayesian) framework, the Cl represents that range of 

results which, were an experiment repeated numerous times 
and the Cl recalculated for each experiment, a particular 
proportion of the CIs (typically 95%), would include the 
true underlying value. Conceptually easier than this defini-
tion is to think of the Cl as the range in which the truth 
plausibly lies. 

When considering the quality of evidence, the issue is 
whether the Cl around the estimate of treatment effect is 
sufficiently narrow. If it is not, we rate down the evidence 
quality by one level (for instance, from high to moderate). 
If the Cl is very wide, we might rate down by two levels. 

4. Guidelines: are results of a binary outcome 
sufficiently precise to support a recommendation? 

The following example illustrates how guideline devel-
opers must consider the context of their particular recom-
mendations in making judgments about precision. A 
hypothetical systematic review of randomized conrol trials 
(RCTs) of an intervention to prevent major strokes yields 
a pooled estimate of the absolute reduction in strokes of 
1.3%, with a 95% Cl of 0.6% to 2.0% (Fig. 1). Thus, we 
must treat 77 (100/1.3) patients for a year to prevent a single 
major stroke. The 95% CI around the number needed to 
treat (NNT)-50 to 167—tells us that while 77 is our best 
estimate, we may need to treat as few as 50 or as many as 
167 people to prevent a single stroke. 

Further, assume that the intervention is a drug with no 
serious adverse effects, minimal inconvenience, and modest 
cost. Under these circumstances, even a small effect would 
warrant a strong recommendation. For instance, we may 
strongly recommend the intervention were it to reduce 
strokes by as little as 0.5% (vertical middle line in Fig. 1)— 
an NNT of 200. The entire CI (0.6% to 2.0%) around the 
effect on stroke reduction lies to the left of the clinical de-

cision threshold of 0.5% and therefore excludes a benefit 
smaller than the threshold. We can therefore conclude that 

Ischemic stroke 
point estimate - 

and confidence 
interval 

Threshold if side effects, toxicity 
and cost minimal, NNT = 200. 
Entire confidence interval to left 

of threshold, do not rate down for 
imprecision 

Threshold if side effects and 
toxicity appreciable, NNT = 100. 
Confidence interval crosses 
threshold, rate down for 

imprecision 

2.0 05 0 0.5 
Favors Intervention Favors Control 

Risk difference (%) 

Fig. 1. Rating down for imprecision in guidelines: thresholds are key. 
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Box 1 The impact of undesirable consequences 
on precision 

The hypothetical example presented in Fig. 1 and 
the accompanying text shows that greater levels of 
precision are required to support a recommendation 
in favor of a treatment when a large effect is required 
to make treatment worth the appreciable undesirable 
consequences. When appreciable undesirable con-
sequences exist, CIs are more likely to span not only 
regions of effect that would mandate treating but also 
regions that would mandate not treating. Thus, the 
existence of appreciable undesirable consequences 
makes it more likely that guideline developers will 
rate down the evidence regarding an apparently 
beneficial intervention for imprecision. 

the precision of the evidence is sufficient to support a strong 
recommendation. 

What if, however, treatment is associated with serious 
toxicity? Were this true, we may be reluctant to recom-
mend treatment unless the absolute stroke reduction is at 
least 1% (NNT of 100—left verticle line in Fig. 1). Under 
these circumstances, the precision is insufficient to support 
a strong recommendation as the CI encompasses treatment 
effects smaller than this threshold and therefore does not 
exclude an absolute benefit appreciably less than 1%. Be-
cause the point estimate of 1.3% meets the threshold cri-
terion, a recommendation in favor of treatment would 
still be appropriate, although the imprecision-generated 

Study Year Treatment Control 

Annane 2002 95/151 103/149 

Bollaert 1998 8/22 12/19 

Briegel 1999 5/20 6/20 

Chawla 1999 6/23 10/21 

Confalonierl 2005 0/23 7/23 

Rinaldi 2006 2/20 2/20 

Sprung 2008 111/251 100/245 

Tandan 2005 11/14 13/14 

Yildiz 2002 8/20 12/20 
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Box 2 A second real world example of rating 
down for imprecision 

Fig. 2 presents another example, a meta-analysis of 
trials of the use of steroids for patients in septic shock, 
in which a total of 511 patients died. The CI for the 
pooled effect (0.75 to 1.03) overlaps a relative risk 
(RR) of 1.0 (no effect), suggesting that a recommenda-
tion against steroids would be appropriate. Neverthe-
less, the boundary of the CI consistent with the 
largest plausible effect suggests that steroids might re-
duce the RR of death by as much as 25% - an effect of 
unequivocal importance considering typical mortality 
rates of 40% or more in patients with sepsis (indicating 
an absolute risk reduction of at least 10%). Therefore, 
the possibility that the RR reduction is as great as 25% 
would mandate rating the quality of evidence support-
ing a recommendation against administering steroids 
as moderate rather than high. 

uncertainty regarding the true effect would mandate a weak 
recommendation (Box 1). 

5. Real world examples of the clinical decision 
threshold approach to precision 

An RCT (the sole trial addressing the question) com-
pared clopidogrel or aspirin in patients who have experi-
enced a transient ischemic attack, cardiac, or peripheral 

Random Effects Estimate, p=O.22 for heterogeneity, I=25% 

o.bi o.b5 0.1 0.5 1 

Fig. 2. Corticosteroids to reduce hospital mortality in septic shock. 

Relative Risk (95% Cl) 

0.91 [0.77, 1.07] 

0.58 [0.30, 1.10] 

0.83 [0.30, 2.29] 

0.55 [0.24, 1.25] 

0.07 [0.005, 1.10] 

1.00 [0.16, 6.42] 

1.08 [0.88, 1.33] 

0.85 [0.62, 1.15] 

0.67 [0.35, 1.27] 

0.88 [0.75, 1.03] 
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Practice Guidelines 

Does the confidence interval (Cl) 

cross the clinical decision threshold 

between recommending and not 

recommending treatment. If 

threshold crossed, rate down for 

imprecision 

If the threshold is not crossed, 

are criteria for an optimal 

information size met? 

Alternatively, is the event rate 

very low and the sample size 

very large (at least 2,000, and 

perhaps 4,000 patients)? If 

neither criterion met, rate down 

for imprecision 

Systematic Reviews 

If the optimal information size criterion 

is not met, rate down for imprecision, 

unless the sample size is very large (at 

least 2,00, and perhaps 4,000 patients 

If the OIS criterion is met and the 95% 

Cl excludes no effect (i.e. Cl around 

RR excludes 1.0) precision adequate 

I 
If OIS is met, and Cl overlaps no effect 

(i.e. Cl includes RR of 1.0) rate down if 

Cl fails to exclude important benefit or 

important harm. 

Fig. 3. Deciding whether to rate down for imprecision in guidelines and systematic reviews of binary variables. 

ischemia [1]. This concealed blinded RCT enrolled 19,185 
patients at risk of vascular events. Of the patients receiving 
clopidogrel, 939 (5.32%) experienced a major vascular 
event, as did 1,021 (5.83%) of those receiving aspirin. 
The result represents an RR of 0.91 (95% Cl: 0.83, 0.99). 
If the CI boundary closest to no effect (a 1% relative risk 
reduction [RRR]) represented the true effect, guideline 
panels would recommend against this medication (as long, 
at least, as clopidogrel remains costly). Thus, despite the 
huge sample size and very large number of events, trial re-
sults are insufficiently precise to support a treatment re-
commendation, and rating down quality by one level for 
imprecision is mandated. Box 2 presents another example 
of rating down for imprecision. 

The reasoning in the examples above relies on value-and-
preference judgments. A number of factors will influence the 
decision, including the importance of the outcome (e.g., mor-
tality vs. improving symptoms), the adverse effects, the bur-
den to patient, and perhaps resource use and the difficulty of 
introducing the intervention into practice. Ideally, these judg-
ments would reflect average judgments of an informed pub-
lic. Unfortunately, empirical evidence of average public 
values and preferences is limited. This argues for guideline 
panels being completely explicit—and as quantitative as 
possible—about their value—and-preference judgments. 

In summary, when guideline developers consider im-
precision, the first step is to determine whether CIs cross 
a clinical decision threshold that dictates recommending 
versus not recommending an intervention (Fig. 3). The 
remainder of this article addresses the limitations of 
CIs, a potential solution to these limitations, and the 

limitations of the solution. Readers can consider these is-
sues secondary to the primary criteria that we have thus 
far addressed. 

6. Confidence intervals can be misleading because 
of fragility 

The clinical decision threshold criterion is not com-
pletely sufficient to deal with issues of precision. The rea-
son is that Cis may appear robust, but small numbers of 
events may render the results fragile (see Box 3 for an 
example). 

7. The danger of initial trials with impressive positive 
results 

Simulation studies [3] and empirical evidence [4,51 
suggest that trials stopped early for benefit overestimate 
treatment effects. Investigators have tested thousands of 
questions in RCTs, and perhaps hundreds of questions are 
being addressed in ongoing trials. Some early trials ad-
dressing a particular question will, particularly if small, 
substantially overestimate the treatment effect. A system-
atic review of these early trials will also generate a spuri-
ously large effect estimate. If a false large effect estimate 
from a systematic review stifles subsequent investigation, 
the situation is analogous to a single RCT stopped early 
for apparent benefit. 

Another way of thinking of the limitations of Cis is in 
terms of prognostic balance. CIs assume all patients are at 
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Box 3 An example of fragility 

Consider a randomized trial of 3 blockers in 112 pa-
tients undergoing surgery for peripheral vascular dis-
eases that fulfilled preplanned O'Brien—Fleming 
criteria for early stopping [2]. Of 59 patients given 
bisoprolol, 2 suffered a death or nonfatal myocardial 
infarction, as did 18 of 53 control patients. Despite 
a total of only 20 events, the 95% CI around the RR 
(0.02 to 0.41) excludes all but a large treatment effect. 
The CI suggests that the smallest plausible effect is 
a 59% RRR. Were this the case, we would certainly 
administer treatment. Thus, according to criteria 
discussed up to now, a recommendation based on this 
result would be deemed to have adequate precision. 

There are reasons to doubt the estimate of the mag-
nitude of effect from this trial. First, it is much larger 
than what we might expect on the basis of 3 blockers 
effects in a wide variety of other situations. Second, 
the study was terminated early on the basis of the 
large effect. Third, concluding that an RRR less than 
59% is implausible on the basis of only 20 events vi-
olates common sense: intuitively, we have a sense of 
the fragility of these results. Our intuitive skepticism 
is justified: if one moves just five events from the 
control to the intervention group, the results lose their 
statistical significance, and the new point estimate 
(an RRR of 52%) is outside of the original Cl. 

the same risk—an assumption that is false. Randomization 
will ameliorate the problem of varying prognosis by balanc-
ing prognosis in intervention and control groups. We can be 
confident that we have achieved this prognostic balance, 
however, only if sample sizes are large. Impressive treatment 
effects in the presence of small sample size may well—even 
in RCTs—be because of prognostic imbalance. 

These considerations argue for skepticism regarding 
evidence summaries that generate apparent benefits, or 
harms, of therapy with what appear to be satisfactorily 
narrow CIs on the basis of small trials with relatively 
few events. Examples of meta-analyses generating appar-
ent beneficial or harmful effects refuted by subsequent 
larger trials, include magnesium for mortality reduction 
after myocardial infarction [6,7], angiotensin-converting-
enzyme inhibitors for reducing the incidence of diabetes 
[8,9], fl blockade for cardiovascular mortality reduction 
in patients undergoing noncardiac surgery [10,11], ni-
trates for mortality reduction in myocardial infarction 
[12,13], aspirin for reduction of pregnancy-induced hy-
pertension [14,15], albumin for mortality reduction in 
the critically ill [16,17], and a number of mental health 
interventions [18]. 

1287 

Box 4 Applying the optimal information size using 
total sample size or number of events 

A systematic review of fiavonoids for treatment of 
hemorrhoids examined the outcome of failure to 
achieve an important symptom reduction [20]. In 
calculating the OIS, the authors chose a conservative 
a of 0.01 and RRR (20%), a 0 of 0.2, and a control 
event rate of 50%. The authors found that the OIS 
was marginally larger than the total sample size 
included (1,194 vs. 1,102 patients). 
A more dramatic example comes from a systematic 

review and meta-analysis of fluoroquinolone prophy-
laxis for patients with neutropenia [21]. Only one of 
eight studies that contributed to the meta-analysis 
met conventional criteria for statistical significance, 
but the pooled estimate suggested an impressive 
and robust reduction in infection-related mortality 
with prophylaxis (RR: 0.38; 95% Cl: 0.21, 0.69). 
The total number of events, however, was only 69 
and the total number of patients 1,022. Considering 
the control event rate of 6.9% and setting a of 0.05, 
0 of 0.02, and RRR of 25% results in an OIS of 
6,400 patients. This meta-analysis, therefore, fails to 
meet OIS criteria, and rating down for imprecision 
may be warranted. 

8. Addressing the vulnerability of CIs: the optimal 
information size 

The reasoning above suggests the need for, in addition to 
CIs, another criterion for adequate precision. We suggest 
the following: if the total number of patients included in 
a systematic review is less than the number of patients gen-
erated by a conventional sample size calculation for a single 
adequately powered trial, consider the rating down for im-
precision. Authors have referred to this threshold as the 
"optimal information size" (OIS) [19]. Many online calcu-
lators for sample size calculation are available—you can 
find one simple one at http://www.stat.ubc.cal—rollin/stats/ 
ssize!b2.html. 

Box 4 presents examples of application of the OIS. 
As an alternative to calculating the OIS, review and 

guideline authors can also consult a figure to determine 
the OIS. Fig. 4 presents the required sample size (assuming 
a of 0.05, and I3 of 0.2) for RRR of 20%, 25%, and 30% 
across varying control event rates. For example, if the best 
estimate of control event rate was 0.2 and one specifies an 
RRR of 25%, the OIS is approximately 2,000 patients. 

Power is, however, more closely related to number of 
events than to sample size. Fig. 5 presents the same rela-
tionships using total number of events across all studies 
in both treatment and control groups instead of total 
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Fig. 4. Optimal information size given a of 0.05 and 0 of 0.2 for varying control event rates and relative risks. 

number of patients. Using the same choices as in the prior 
paragraph (control event rate 0.2 and RRR 25%), one re-
quires approximately 325 events to meet OIS criteria. 
We have suggested using RRRs of 20% to 30% for cal-

culating OIS. The choice of RRR is a matter of judgment, 
and there may be instances in which compelling prior infor-
mation would suggest choosing a larger value for the RRR 
for the OIS calculation. 

If guideline panels are disinclined to calculate their own 
OIS (although calculating is preferable), they can use Figs. 
4 and 5 to determine OIS. In doing so, they will note the 
sample size implications in Table 1. 
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9. Low event rates with large sample size: 
an exception to the need for OIS 

In the criteria we have so far offered, our focus has been 
on relative effects. When event rates are very low, CIs 
around relative effects may be wide, but if sample sizes 
are sufficiently large, it is likely that prognostic balance 
has indeed been achieved, and rating down for imprecision 
becomes inappropriate. 

For example, consider a systematic review of artemether— 
lumefantrine versus Amodiaquine plus sulfadoxine— 
pyrimethamine for treating uncomplicated malaria. For 

For any chosen relative risk reduction, the available 
evidence meets optimal information size criteria if the 
number of events is above the associated line 

Fig. 5. Optimal information size presented as number of events given a of 0.05 and 1 of 0.20 for varying control event rates and RRR of 20%, 25% 

and 30%. Abbreviation: RRR, relative risk reduction. 
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Table 1. Optimal information size implications from Fig. 5 

Total number of events RRR (%) Implications for meeting OIS threshold 

100 or less 
200 
200 
200 
300 
300 
300 
400 or more 
400 or more 

≤30 Will almost never meet threshold whatever control event rate 

30 Will meet threshold for control group risks of 25% or greater 
25 Will meet threshold for control group risks of - 50% or greater 

20 Will meet threshold only for control group risks of 80% or greater 
≥30 Will meet threshold 
25 Will meet threshold for control group risks of 25% or greater 
20 Will meet threshold for control group risks of 60% or greater 

≥25 Will meet threshold for any control group risks 
20 Will meet threshold for control group risks of 40% or greater 

Abbreviations: RRR, relative risk reduction; OIS, optimal information size. 

serious adverse events (SAEs), the authors calculated a RR of 
1.08 (95% Cl: 0.56, 2.08). They judged this CI sufficiently 
wide to rate down quality two levels (from high to low) for 
imprecision. 

There were, however, only 34 SAEs in over 2,700 patients, 
corresponding to event rates of 1.2 and 1.3% in the two 
groups. Of these events, 2 were deaths, 2 severe anemias, 
and the remainder febrile seizures and elevated liver func-
tion. In absolute terms, the difference between groups is 1 
event per thousand patients with a Cl from 6 in 1,000 fewer 
to 14 in 1,000 more. Particularly considering that very few 
of these SAEs were associated with long-term morbidity, 

Box 5 An example of low event rates and 
appropriate focus on absolute rather than 
relative effects 

A systematic review of seven randomized trials of 
angioplasty versus carotid endarterectomy for cere-
brovascular disease found that a total of 16 of 1,482 
(1.1%) patients receiving angioplasty died, as did 
19 of 1,465 (1.3%) undergoing endarterectomy [22]. 
Looking at the 95% Cl (0.43-1.66) around the 
point estimate of the RR (0.85), the results are 
apparently consistent with substantial benefit and 
substantial harm, suggesting the need to rate down 
for imprecision. 
The absolute difference, however, suggest a differ-

ent conclusion. As it turns out, the absolute difference 
in death rates between the two procedures is almost 
certainly very small (absolute difference of 0.2% with 
a 95% CI ranging from —0.5% to 1.0%). Setting 
a clinical decision threshold boundary of 1% absolute 
difference (the smallest difference important to pa-
tients), the results of the systematic review exclude 
an important difference favoring either procedure. If 
one accepted this clinical decision threshold as appro-
priate, one would not rate down for imprecision. One 
could argue that a difference of less than 1% could be 
important to patients: if so, one would rate down for 
imprecision, even after considering the Cl around the 
absolute difference. 

focusing on the Cl around absolute versus relative effects 
would lead one to reject rating down quality two levels for 
imprecision, and possibly not rate down for imprecision at 
all. Box 5 presents a second example of this issue. 

The decision regarding the magnitude of effect that 
would be important is a matter of judgment. When control 
rates are sufficiently low, CIs around relative effects can ap-
pear very wide, but CIs around absolute effects will never-
theless be narrow. Thus, although one would intuitively rate 
down for imprecision considering only the Cl around the 
relative effect, consideration of the Cl around the absolute 
effect may lead to an appropriate conclusion that precision 
is adequate. Note: The inference of unimportance requires 
a low incidence of events over the desirable duration of 
follow-up; short follow-up will generate a low incidence 
of events that may be misleading. 

Similarly, if sample sizes are sufficiently large, one need 
not apply the OIS criteria when results show an apparent 
treatment effect with a satisfactory Cl. Box 6 provides an 
example. 

10. Rating precision for binary variables in guidelines: 
summary and conclusions 

Fig. 3 summarizes our approach to rating down quality 
of evidence for imprecision in guidelines. Initially, guide-
line developers consider whether the boundaries of the CI 
are on the same side of their decision-making threshold. 
If the answer is no (i.e., the Cl crosses the threshold), 
one rates down for imprecision irrespective of the where 
the point estimate and CIs lie. 

If the answer is yes (both boundaries of the Cl lie on one 
side of the clinical decision threshold), one determines 
whether the OIS criterion is met. If it is met, imprecision is 
not a concern. If it is not met, guideline authors should con-
sider rating down for imprecision. If event rates are very low, 
however, CIs around absolute effects are narrow and, if sam-
ple size is large, rating down for imprecision is unnecessary. 

11. Standards for adequate precision of binary 
variables in systematic reviews: application of the OIS 

Authors of systematic reviews should not rate down qual-
ity on the basis of the trade-off between desirable and 
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Box 6 No need to rate down for imprecision when 
sample sizes are very large 

A meta-analysis of randomized trials of 3 blockade 
for preventing cardiovascular events in patients under-
going noncardiac surgery [23] suggested a doubling 
of the risk of strokes with 3 blockers (RR: 2.22; 95% 
Cl: 1.39, 3.56; Fig. 6). Most trials in this meta-
analysis do not suffer from important limitations, the 
evidence is direct and consistent, and publication bias 
is undetected. One would consider the lower boundary 
of the CI (an increase in RR of 39%) adequate precision 
if one believed that most patients would be reluctant to 
use 3 blockers with an increase in RR of stroke of 39%. 
These considerations suggest that we have high-quality 

evidence that f blockers increase the risk of stroke. 
The total number of events (75), however, appears 

insufficient, an inference that is confirmed with an 
OIS calculation (a 0.05, 3 0.20, using the 3-blocker 
group's 1% event rate as the control, and A 0.25, total 
sample size 43,586 in comparison to the 10,889 pa-
tients actually enrolled). The guidelines we have sug-
gested would, therefore, mandate rating down quality 
for imprecision. 

With a sample size of over 5,000 patients per group, 
however, it is very likely that randomization has suc-
ceeded in creating prognostic balance. If that is true, 
fl blockers really do increase the risk of stroke. Not rat-
ing down for imprecision in this situation is therefore 
appropriate. Preliminary information suggests that 
for low baseline risk contexts (<5%) one will be safe 
with regard to prognostic balance with a total of 4,000 
patients (2,000 patients per group). Availability of this 
number of patients would mandate not rating down for 
imprecision despite not meeting the OIS criterion. 

undesirable consequences: it is not their job to make value 
and preference judgments. Therefore, in judging precision, 
they should not focus on the threshold that represents the ba-
sis for a management decision. Rather, they should consider 
the OIS. If the OIS criterion is not met, they should rate 
down for imprecisions unless the sample size is very large. 
If the criterion is met, and the 95% Cl around an effect ex-
cludes 1.0 (i.e., the results show a statistically significant dif-

ference), there is no need to rate down for imprecision 
(Fig. 3). To be of optimal use to guideline developers, a sys-
tematic review may point out what thresholds of benefit 
would still mandate rating down for imprecision. 

12. Systematic reviews of binary variables: meeting 
threshold OIS may not ensure precision 

Although satisfying the OIS threshold in the presence of 
a CI excluding no effect indicates adequate precision, the 

same is not true when the point estimate fails to exclude 
no effect. Consider, for instance, the systematic review of 

blockers in noncardiac surgery mentioned previously 
[23]. For total mortality, with 295 deaths and a total sample 
size of over 10,000, the point estimate and 95% CI for the 
RR with fi blockers were 1.24 (95% Cl: 0.99, 1.56). De-
spite the large sample size and number of events, one might 
be reluctant to conclude precision is adequate when a small 
reduction in mortality with 0 blockers, as well as an in-
crease of 56%, remain plausible. 

This example suggests that when the OIS criteria are 
met, and the Cl includes the null effect, systematic review 
authors should consider whether Cis include appreciable 
benefit or harm. Reviewers should use their judgment in de-
ciding what constitutes appreciable benefit and harm and 
provide a rationale for their choice. If reviewers fail to find 
a compelling rationale for a threshold, our suggested de-
fault threshold for appreciable benefit and harm that war-
rants rating down is an RRR or RR increase of 25% or 
more. 

For another example, consider the systematic review of 
steroids for reducing hospital mortality in sepsis that we de-
scribed earlier (Fig. 2). The total number of events is 511; 
this easily meets OIS, even using a 20% RRR threshold 
(given a control event rate of 40% or more) (Fig. 5). The 
CI around the RR crosses 1.0, and the upper boundary of 
the CI represents a 25% RRR. Given that this 25% RRR 
represents a 10% absolute risk reduction, systematic review 
authors might well conclude that rating down for impreci-
sion is appropriate. 

13. Rating down two levels for imprecision 

When there are very few events and CIs around both 
relative and absolute estimates of effect that include both 
appreciable benefit and appreciable harm, systematic re-

viewers and guideline developers should consider rating 
down the quality of evidence by two levels. For example, 

a systematic review of the use of probiotics for induction 
of remission in Crohn's disease found a single randomized 
trial that included 11 patients [24]. Of the treated patients, 
four of five achieved remission; this was true of five of six 
of the control patients. The point estimate of the risk ratio 
(0.96) suggests no difference, but the Cl includes a reduc-
tion in likelihood of remission of almost half, or an increase 
in the likelihood of over 50% (95% Cl: 0.56, 1.69). 

14. Standards for adequate precision in systematic 
reviews of continuous variables 

Review and guideline authors can calculate the OIS for 
continuous variables in exactly the same way they can for 
binary variables by specifying the a and 3 errors (we have 
suggested 0.05 and 0.2) and the A, and choosing an 
appropriate standard deviation from one of the relevant 
studies. For instance, a systematic review suggests that 
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Study Year Overall Event Rate 

Wallace 1998 5/200 

Pobble 2005 1 / 103 

DIPOM 2006 2/921 

MaVS 2006 6/496 

Zaugg 2007 1/119 

POISE 2007 60/8351 

Fixed Effects Estimate 

p=0.99 for heterogeneity, P=0% 
0.1 0.5 1 5 10 50 100 

Relative Risk (95% CI) 

3.06 (0.49 to 19.02) 

2.63 (0.11 to 62.97) 

4.97 (0.24 to 103.19) 

1.83 (0.39 to 8.50) 

2.97 (0.12 to 72.19) 

2.13 (1.25 to 3.64) 

2.22 (1.39 to 3.56) 

Fig. 6. Meta-analysis of beta blockers in noncardiac surgery: outcome and stroke. 

corticosteroid administration decreases the length of 
hospital stay in patients with exacerbations of chronic ob-
structive pulmonary disease (COPD) by 1.42 days (95% 
Cl: 0.65, 2.2) [25]. 

Choosing a A of 1.0 (implying a judgment that reduc-
tions in stay of more than a day are important) and using 
the standard deviation associated with hospital stay in the 
four relevant studies (3.4, 4.5, and 4.9) yield corresponding 
required total sample sizes of 364, 636, and 754. The 602 
patients available for this analysis do not therefore meet 
more rigorous criteria for OIS, and one would consider rat-
ing down for imprecision. 

Note that whether one will rate down for imprecision is 
dependent on the choice of the difference one wishes to de-
tect. Had we chosen a smaller difference (say 0.5 days) that 
we wished to detect, the sample size of the studies would 
have been unequivocally insufficient. Had we chosen 
a larger value (say 1.5 days) the sample size of 602 would 
have comfortably met OIS criteria. As usual, the merit of 
the GRADE approach is not that it ensures agreement be-
tween reasonable individuals but ensures the explicitness 
of the judgments being made. 

A particular challenge in calculating the OIS for con-
tinuous variables arises when studies have used different 
instruments to measure a construct, and the pooled esti-
mate is calculated using a standardized mean difference. 
Systematic review and guideline authors will most often 
face this situation when dealing with patient-reported out-
comes, such as quality of life. In this context, we suggest 
authors choose one of the available instruments (ideally, 
one in which an estimate of the minimally important dif-
ference is available) and calculate an OIS using that 
instrument. 

Because it may give false reassurance, we hesitate to 
offer a rule-of-thumb threshold for the absolute number 
of patients required for adequate precision for continuous 
variables. For example, using the usual standards of 
a (0.05) and 3 (0.20), and an effect size of 0.2 standard de-
viations, representing a small effect, requires a total sample 
size of approximately 400 (200 per group)—a sample size 
that may not be sufficient to ensure prognostic balance. 

Nonetheless, whenever there are sample sizes that are 
less than 400, review authors and guideline developers 
should certainly consider rating down for imprecision. In 
future, statistical simulations may provide the basis for a ro-
bust rule of thumb for continuous outcomes. The limita-
tions of an arbitrary threshold sample size suggest the 
advisability of addressing precision by calculation of the 
relevant OIS for each continuous variable. 

As is true for binary outcomes, one might consider rating 
down for imprecision, even if the OIS threshold is met, when 
the Cl overlaps no effect but includes important benefit or 
important harm. Here again, authors must make the judg-
ment regarding what is important. This is essentially the 
same judgment required for the OIS calculation—the differ-
ence one seeks to detect, 1.0 days in the example above. 

15. Standards for adequate precision in guidelines 
addressing continuous variables 

Considerations of rating down quality because of impre-
cision for continuous variables follow the same logic as for 
binary variables. The process begins by rating down the 
quality for imprecision if a recommendation would be al-
tered if the lower versus the upper boundary of the Cl 
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Box 7 Dealing with close call decisions 

Our discussion has highlighted that guideline 
developers and systematic review authors will, not 
infrequently, face borderline decisions. While we 
have chosen binary categorical decisions (e.g., rate 
down for imprecision or do not rate down), the under-
lying quality-of-evidence concepts (in this case, im-
precision) are actually continua. In situations in 
which differing criteria would lead to different deci-
sions regarding rating down, it is very likely that 
the extent of the problem (in this case, the impreci-
sion) is near the threshold. When it comes time to 
make the final judgment of quality of evidence con-
sidering other quality criteria (e.g., study limitations, 
consistency, directness), review and guideline authors 
should note if a particular decision (in this case, the 
decision about rating down for imprecision) was 
a close call. When considering all the issues that bear 
on quality of evidence, rating down would be more 
likely if the degree of imprecision was unequivocally 
problematic than if it were near the threshold between 
rating down for quality and not rating down. 

For instance, assume that in the steroids for reduc-
ing length-of-stay example, we not only had a close 
call for rating down for imprecision but also had 
a close call for risk of bias. If the evidence met all 
other quality criteria, we would certainly rate down 
one level to moderate (two borderline serious limita-
tions) but not two levels to low (because the decision 
to rate down was borderline in both cases and thus of 
limited impact on quality). 

represented the true underlying effect. If the data withstand 
this test, but the evidence fails to meet the OIS standard, 
guideline authors should consider rating down the quality 
of evidence. 

For instance, in the review of corticosteroids for exacer-
bations of COPD to which we referred previously, the lower 
boundary of the CI around the reduction in days in hospital 
was 0.65 days. If the effect was really this small, would one 
still recommend the administration of corticosteroids? 

In the context of a guideline (as opposed to a systematic 
review), the decision requires consideration of the full con-
text, including other outcomes. As it turns out, steroids also 
reduce the likelihood of "treatment failure" (variably de-
fined) during inpatient or outpatient follow-up (RR: 0.54; 
95% Cl: 0.41, 0.71). The best estimate of likelihood of 
symptomatic deterioration in those not treated with steroids 
is approximately 30%. By administering steroids to these pa-
tients, we can reduce this 30% risk to 16% (30—[0.54 x 30]), 
a difference of 14%, and the effect is unlikely to be less than 
9% (30—[0.71 x 30]). 

Adverse effects were poorly reported in the studies. The 
only consistently reported problem was hyperglycemia, 
which was increased almost sixfold, representing an abso-

lute increase of 15% to 20%. The extent to which this hy-
perglycemia had consequences important to patients is 
uncertain. 

One possible conclusion from this information is that, 
given the magnitude of reduction in deterioration and lack 
of evidence suggesting important adverse effects, a benefit 
of even 0.65 days of reduced average hospitalization would 
warrant steroid administration. If this were their conclu-
sion, a guideline panel would proceed to consider whether 
the evidence meets the OIS criterion as presented in the 
previous section. 

16. Conclusion 

Consideration of the impact of imprecision on quality of 
evidence is a complex matter (Box 7). Subsequent empiri-
cal studies may lead GRADE to modify the criteria we have 
suggested here. Understanding the issues will allow sys-
tematic review authors and guideline developers to judi-
ciously apply the guidance we have suggested. 
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The authors regret, in the above-mentioned article, we 
discovered an error related to standards for adequate pre-
cision in systematic reviews of continuous variables. The 
relevant paragraph reads as follows: 

"Because it may give false reassurance, we hesitate to 
offer a rule-of-thumb threshold for the absolute number 
of patients required for adequate precision for continu-
ous variables. For example, using the usual standards of a 
(0.05) and (0.20), and an effect size of 0.2 standard devi-

DOT of original article: 10.1016/j.jclinepi.201 1.01.012 

https:Hdoi.org/l 0.I016/l*.,jclinepi.2021.04.014 

0895-4356/© 2011 Elsevier Inc. All rights reserved. 

ations, representing a small effect, requires a total samples 
size of approximately 400 (200 per group) - a sample size 
that may not be sufficient to ensure prognostic balance." 

The sample size stated is incorrect: the correct number 
is 800 (400 per group). 

The authors would like to apologise for any inconve-
nience caused. The authors are grateful to Mark Chatfield 
for pointing out this error. 
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the choice of aspirin or heparin for venous 
thromboembolism prophylaxis among patients 
with operatively treated extremity fractures (or 
any pelvic or acetabular fracture), this is by far 
the largest trial to date and provides compelling 
evidence that a readily available, inexpensive 
drug, taken orally, is a viable alternative to an 
injectable pharmacologic prophylaxis. 

Are there any caveats to this message? The 
trial shows several secondary outcomes that 
support the main conclusion of the trial, includ-
ing a similar risk of pulmonary embolism in the 
two groups and, in terms of safety outcomes, no 
evidence of a difference in the incidence of 
bleeding events, which occurred in 13.72% of 
patients in the aspirin group and 14.27°Io in the 
low-molecular-weight—heparin group. However, 
in keeping with previous trials, the authors 
noted that deep-vein thrombosis was more fre-
quent in patients who had received aspirin than 
in those who had received heparin (2.51°Io vs. 
1.71%), although the absolute difference was 
small (0.80 percentage points). Although deep-
vein thrombosis is clearly not as serious as a 
fatal pulmonary embolism, it is not an inconse-
quential problem. Post-thrombotic syndrome 
affects some people who have had a deep-vein 
thrombosis of the leg, and this condition can 
cause chronic pain and swelling.' 

The findings in this trial clearly indicate that 
guidelines for the prevention of hospital-
acquired venous thromboembolism will need to 
be rewritten to include the option of aspirin in 
patients with traumatic injuries. More work is 
needed to determine whether aspirin should also 

be considered for venous thromboembolism pro-
phylaxis after other types of surgeries and for 
nonsurgical patients who have risk factors for 
venous thromboembolism. 

Disclosure forms provided by the author are available with the 
full text of this editorial at NEJM.org. 

From Oxford Trauma and Emergency Care, Nuffield Depart-
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Growing Evidence and Remaining Questions 
in Adolescent Transgender Care 

Anneou L.C. de Vries, M.D., Ph.D., and Sabine E. Hannema, M.D., Ph.D. 

This week in the journal, a much-awaited pri-
mary report from Chen et al.' on 2 years of 
gender-affirming hormones (GAH) in transgen-
der adolescents appears. The approach to adoles-
cent transgender care with early treatment with 
puberty blockers, and GAH in youth from 16 
years of age, originated in the Netherlands ("the 

Dutch model") and became the dominant medi-
cal care model for transgender adolescents .2 Es-
pecially over the past decade, marked increases 
in referrals but limited evidence as to long-term 
outcomes have led to controversies and debate 
regarding this approach. Indeed, some European 
countries are adapting their guidelines and re-
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stricting access to care for transgender youth, 
and some states in the United States have intro-
duced laws to ban such care.' Therefore, rigor-
ous longitudinal outcome studies that provide 
evidence about whether this approach is effec-
tive and safe are needed. 

The results of the current study - involving 
a large, multisite sample of 315 participants - 

provide such evidence. During 24 months of 
GAH treatment, participant-reported appearance 
congruence (alignment between gender identity 
and physical appearance), positive affect, and life 
satisfaction increased and depression and anxi-
ety decreased. In addition, initial levels and rates 
of change in appearance congruence correlated 
with the psychosocial outcomes. These results 
corroborate the positive effects in several earlier 
studies of smaller samples of adolescents and 
add to the evidence base that GAH can have a 
positive effect on mental health.' 

Yet the study leaves some concerns unan-
swered. Although overall psychological func-
tioning in the study participants improved, there 
was substantial variation among participants; 
a considerable number still had depression, 
anxiety, or both at 24 months, and two died by 

suicide. The correlation between appearance 
congruence and various psychological-outcome 
variables suggests an important mediating role 
of GAH and consequent bodily changes. How-
ever, other possible determinants of outcomes 
were not reported, particularly the extent of 
mental health care provided throughout GAH 
treatment. To date, international guidelines for 
transgender adolescent care recommend a psy-
chosocial assessment and involvement of mental 
health professionals in a multidisciplinary care 
model.' Whether participating centers in the 
current study followed that approach is unfortu-
nately unclear. Future studies that compare 
outcomes with different care models are needed, 
preferably using similar measures. 

In addition, some are concerned that young 
persons may not be capable of making decisions 
regarding medical treatments that have irrevers-
ible effects that they might regret later in life. In 

the 2-year study by Chen et al., 9 of 314 adoles-
cents (2.9°Io) stopped GAH, but it is unclear 
whether they detransitioned or regretted their 
treatment or whether they stopped because they 
were satisfied with treatment-related changes. 

Despite concerns about detransitioning, few 
studies have provided data on the incidence of 
detransitioning, and available results are incon-
sistent. Although one U.S. study showed that 
74% of adolescents who started GAH treatment 
were still receiving it 4 years later, 98% of 720 
Dutch adolescents who began such therapy were 
receiving it after a median of 2.7 years (range, 
0.0 to 20 .0).1,7 Similar studies in other centers, 

regions, and countries are necessary to learn 
whether the incidence of detransitioning differs 
between settings and what factors are associated 
with these differences. It will be especially im-
portant to evaluate outcomes in adolescents 
starting GAH before 16 years of age, the age 
limit in the initial Dutch protocol.' 

Furthermore, although Chen et al. investi-
gated relevant psychological and gender out-
come measures (e.g., depression, appearance 
congruence, and life satisfaction), additional 
factors such as autism spectrum disorder and 
the quality of peer relations and family support 
are also of interest. Social support has been hy-
pothesized as explaining why Dutch transgender 
adolescents have better psychological function 
than those in other countries.' Understanding 
additional factors that influence outcomes should 
help to determine which components of care 
and support other than GAH might improve the 
lives of transgender adolescents. 

Finally, benefits of early medical intervention, 
including puberty suppression, need to be 
weighed against possible adverse effects - for 
example, with regard to bone and brain develop-
ment and fertility. At present, studies involving 
young adults from the Dutch adolescent trans-
gender cohort show that accrual of bone min-
eral decelerates during puberty suppression but 
increases during GAH treatment and also that 
adolescents' educational achievements are as 
expected given their pretreatment status, which 
is reassuring.9"0 However, those results from a 
single Dutch center should be replicated and 
validated in other contexts, as in a sample fol-
lowed in the current study. 

Despite uncertainties that call for further 
study, current information shows that mental 
health improves with GAH, whereas withhold-

ing treatment may lead to increased gender 
dysphoria and adversely affect psychological 
functioning. The study by Chen et al. adds to the 
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evidence of the effectiveness of the current care 
model that includes hormonal treatment for 
transgender adolescents. 

Disclosure forms provided by the authors are available with 

the full text of this editorial at NEJM.org. 
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Abstract 

This article deals with inconsistency of relative (rather than absolute) treatment effects in binary/dichotomous outcomes. A body of 

evidence is not rated up in quality if studies yield consistent results, but may be rated down in quality if inconsistent. Criteria for eval-

uating consistency include similarity of point estimates, extent of overlap of confidence intervals, and statistical criteria including tests of 

heterogeneity and j2• To explore heterogeneity, systematic review authors should generate and test a small number of a priori hypotheses 

related to patients, interventions, outcomes, and methodology. When inconsistency is large and unexplained, rating down quality for 

inconsistency is appropriate, particularly if some studies suggest substantial benefit, and others no effect or harm (rather than only large 
vs. small effects). 

Apparent subgroup effects may be spurious. Credibility is increased if subgroup effects are based on a small number of a priori hypoth-

eses with a specified direction; subgroup comparisons come from within rather than between studies; tests of interaction generate low 
P-values; and have a biological rationale. © 2011 Elsevier Inc. All rights reserved. 
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1. Introduction 

Previous articles in this series presenting GRADE's 
approach to systematic reviews and clinical guidelines have 
dealt with framing the question, defined quality of evi-
dence, and described GRADE's approach to rating down 
the quality of a body of evidence because of problems with 
bias and imprecision. This article deals with inconsistency 
in the magnitude of effect in studies of alternative manage-
ment strategies; it does not address inconsistency in diag-
nostic test studies. 
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Key points 

• GRADE suggests rating down the quality of evi-
dence if large inconsistency (heterogeneity) in 
study results remains after exploration of a priori 
hypotheses that might explain heterogeneity. 

• Judgment of the extent of heterogeneity is based on 
similarity of point estimates, extent of overlap of 
confidence intervals, and statistical criteria includ-
ing tests of heterogeneity and 12. 

• Apparent subgroup effects should be interpreted 
cautiously with attention to whether subgroup 
comparisons come from within rather than be-
tween studies; if tests of interaction generate low 
P-values; and whether subgroup effects are based 
on a small number of a priori hypotheses with 
a specified direction. 

1.1. This article deals with binary/dichotomous 
outcomes, and inconsistency in relative, not absolute, 
measures of effect 

Patients vary widely in their preintervention or baseline 
risk of the adverse outcomes that health care interventions 
are designed to prevent (e.g., death, stroke, myocardial in-
farction, disease exacerbation). As a result, risk differences 
(absolute risk reductions) in subpopulations tend to vary 
widely. Relative risk (RR) reductions, on the other hand, tend 
to be similar across subgroups, even if subgroups have sub-
stantial differences in baseline risk [1-3]. Therefore, when 
we refer to inconsistencies in effect size, we are referring 
to relative measures (risk ratios and hazard ratios—which 
we prefer—or odds ratios). 
GRADE considers the issue of difference in absolute 

effect in subgroups of patients—much more common than 
differences in relative effect—as a separate issue. When 
easily identifiable patient characteristics confidently permit 
classifying patients into subpopulations at appreciably dif-
ferent risk, absolute differences in outcome between inter-
vention and control groups will differ substantially between 
these subpopulations. This may well warrant differences in 
recommendations across subpopulations. We deal with the 
issue of subpopulations whose baseline risk differs in other 
articles in this series [4,5]. 

1.2. We rate down for inconsistency, not up for 
consistency 

We pointed out in a previous article in this series [6] that 
consistent results do not mandate rating up quality of evi-
dence. The reason is that a consistent bias will lead to con-
sistent, spurious findings. Such consistent biases are often 

plausible (health-conscious individuals make consistently 
different decisions than those who are less health con-
scious; a variety of factors lead to consistently better health 
in high vs. low socioeconomic status individuals). 

1.3. Large inconsistency demands a search for an 
explanation 

Systematic review authors should be prepared to face in-
consistency in the results. In the early (protocol) stages of 
their review, they should consider the diversity of patients, 
interventions, outcomes that may be appropriate to include. 
Reviewers should combine results only if, across the range 
of patients, interventions, and outcomes considered, it is 
plausible that the underlying magnitude of treatment effect 
is similar [7]. This decision is a matter of judgment. In gen-
eral, we suggest beginning by pooling widely, and then test-
ing whether the assumption of similar effects across studies 
holds. This approach necessitates generating a priori hypoth-
eses regarding possible explanations of variability of results. 

If systematic review authors find that the magnitude of in-
tervention effects differs across studies, explanations may lie 
in the population (e.g., disease severity), the interventions 
(e.g., doses, cointerventions, comparison interventions), the 
outcomes (e.g., duration of follow-up), or the study methods 
(e.g., randomized trials with higher and lower risk of bias). If 
one of the first three categories provides the explanation, re-
view authors should offer different estimates across patient 
groups, interventions, or outcomes. Guideline panelists are 
then likely to offer different recommendations for different 
patient groups and interventions. If study methods provide 
a compelling explanation for differences in results between 
studies, then authors should consider focusing on effect esti-
mates from studies with a lower risk of bias. 

If large variability (often referred to as heterogeneity) in 
magnitude of effect remains unexplained, the quality of ev-
idence decreases. In this article, we provide guidance con-
cerning how to judge whether inconsistency in results is 
sufficient to rate down the quality of evidence, and when 
to believe apparent explanations of inconsistency (subgroup 
analyses). 

1.4. Four criteria for assessing inconsistency in results 

Reviewers should consider rating down for inconsis-
tency when 

1. Point estimates vary widely across studies; 
2. Confidence intervals (CIs) show minimal or no 

overlap; 
3. The statistical test for heterogeneity—which tests the 

null hypothesis that all studies in a meta-analysis have 
the same underlying magnitude of effect—shows a low 
P-value; 

4. The I2—which quantifies the proportion of the variation 
in point estimates due to among-study differences—is 
large. 
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One may ask: what is a large 12? One set of criteria would 
say that an 12 of less than 40% is low, 30-60% may be mod-
erate, 50-90% may be substantial, and 75-100% is consid-
erable [8]. Note the overlapping ranges, and the equivocation 
("may be"): an implicit acknowledgment that the thresholds 
are both arbitrary and uncertain. 

Furthermore, although it does not—in contrast to tests for 
heterogeneity—depend on the number of studies, 12 shares 
limitations traditionally associated with tests for heterogene-
ity. When individual study sample sizes are small, point esti-
mates may vary substantially but, because variation may be 
explained by chance, 12 may be low. Conversely, when study 
sample size is large, a relatively small difference in point 
estimates can yield a large 12 [9]. Another statistic, 2 (tau 
square) is a measure of the variability that has an advantage 
over other measures in that it is not dependent on sample size 
[9]. So far, however, it has not seen much use. All statistical 
approaches have limitations, and their results should be seen 
in the context of a subjective examination of the variability in 
point estimates and the overlap in CIs. 

1.5. The impact of direction of effect on decisions 
regarding inconsistency 

Consider Fig. 1, a forest plot with four studies, two on 
either side of the line of no effect. We would have no incli-
nation to rate down for inconsistency. Differences in direc-
tion, in and of themselves, do not constitute a criterion for 
variability in effect if the magnitude of the differences in 
point estimates is small. 

As we define quality of evidence for a guideline, inconsis-
tency is important only when it reduces confidence in results 
in relation to a particular decision. Even when inconsistency 
is large, it may not reduce confidence in results regarding 
a particular decision. Consider, for instance, Fig. 2 in which 
variability is substantial, but the differences are between 
small and large treatment effects. Guideline developers 
may or may not consider this degree of variability important. 
Because they are, much less than the guideline developers, in 

Fig. 1. Differences in direction, but minimal heterogeneity. 

Fig. 2. Substantial heterogeneity, but of questionable importance. 

a position to judge whether the apparent high heterogeneity 
can be dismissed on the grounds that it is unimportant, 
systematic review authors are more likely to rate down 
for inconsistency. This issue arises in one of the examples— 
fiavonoids in hemorrhoids—that we present subsequently. 

Consider, in contrast, Fig. 3. The magnitude of the var-
iability in results is identical to that of Fig. 2. Here, how-
ever, because two studies suggest benefit and two suggest 
harm, we would unquestionably choose to rate down the 
quality of evidence as a result of variability in results. 

1.6. Test a priori hypotheses about inconsistency even 
when inconsistency appears to be small 

Review authors sometimes set thresholds for the test for 
heterogeneity (such as P = 0.1) or 12 (such as 12 = 30%) to 
determine whether they will search for explanations for 
inconsistency. The logic is that if the results are very con-
sistent (test for heterogeneity P > 0.1, 12 less than 30%) 
there is not enough inconsistency to warrant looking for 
the explanation. 

Fig. 3. Substantial heterogeneity, of unequivocal importance. 
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This is not necessarily the case. For example, a meta-
analysis of randomized trials of rofecoxib looking at the 
outcome of myocardial infarction found apparently consis-
tent results (heterogeneity P = 0.82, 12 = 0%) [10]. Yet, 
when the investigators examined the effect in trials that 
used an external endpoint committee (RR 3.88, 95% Cl: 
1.88, 8.02) vs. trials that did not (RR 0.79, 95% Cl: 0.29, 
2.13), they found differences that were large and unlikely 
to be explained by chance (P = 0.01). 

Although the issue is controversial, we recommend that 
meta-analyses include formal tests of whether a priori hy-
potheses explain inconsistency between important sub-
groups even if the variability that exists appears to be 
explained by chance (e.g., high P-values in tests of heteroge-
neity, and low 12 values). As we will discuss below, however, 
one should always be cautious when interpreting the results 
of subgroup analyses. 

1.7. Rating down for inconsistency: Examples 

A systematic review of studies comparing health out-
comes in Canada and the United States reported very large 
differences in effects across studies [I I] (Fig. 4). The P-value 
for the test of heterogeneity was <0.0001 and the 12 = 94%. 
None of the a priori hypotheses (including study quality, pri-
mary data collection vs. administrative database, whether 
care was primarily outpatient or inpatient, whether the data 
were collected before or after 1986, and the extent to which 
US patients had health insurance) explained heterogeneity. 
Such inconsistency would require rating down by one or (if 
the quality was not already low because of the observational 
nature of the studies) two levels (i.e., from high to low, or 
moderate to very low quality evidence). 
A systematic review of fiavonoids for symptom relief in 

patients with hemorrhoids [12] showed wide variation in 
point estimates and appreciable nonoverlap in CIs, a signifi-
cant test for heterogeneity (P = 0.001) and high 12 (65.1%) 
(Fig. 5). The a priori hypotheses (severity and nature of hem-
orrhoids, cointervention, study quality) failed to explain 
heterogeneity. 

0.0 0.0 i.e 

Log relative risk 

Fig. 4. Funnel plot for all-cause mortality, United States vs. Canada. 
Negative values favor Canada, positive values, United States. 

1297 

Despite the inconsistency, the decision to rate down is 
not straightforward. All studies, with one exception, favor 
treatment. The inconsistency is therefore almost completely 
between studies that show moderate, large, and very large 
effects. Thus, although there is large inconsistency, the im-
portance of the inconsistency for decision making is uncer-
tain. Whether to rate down quality is therefore a matter of 
judgment. 

The argument against rating down for inconsistency in 
results gains strength from the high control group risk of 
persisting symptoms (mean value across studies over 
56%). Even if the RR reduction is much lower than the 
pooled estimate of 60%, the risk difference remains sub-
stantial (e.g., 20% RR reduction would translate into a risk 
difference of more than 10 per 100 patients). Thus, the bal-
ance of benefits and harms (which are minimal with these 
agents) is favorable across the range of inconsistent benefits 
observed. Inconsistency, therefore, has no substantial im-
pact on the judgments required to make a recommendation 
(so as long as one is confident that there are minimal ad-
verse effects and the cost and bother of taking the medicine 
is minimal). 

1.8. Deciding whether to use estimates from a subgroup 
analysis 

Unexplained inconsistency is undesirable, and resolving 
the inconsistency far preferable. A satisfactory explanation 
based on differences in population, interventions, or out-
comes mandates generating two (or more) estimates of 
effect, and tailoring recommendations accordingly. Our 
examples will come from the most common putative sub-
group effect, that related to differences in patients. 

Consider, for instance, a systematic review of the use of 
calcium and vitamin D in preventing osteoporotic fractures 
in people older than 50 years that suggested a modest 12% 
reduction in RR of fractures (95% CI: 5, 17) [13]. The ef-
fect was minimal in studies focusing on individuals youn-
ger than 69 years (RR 0.97), small in those focusing on 
individuals aged 70-79 years (RR 0.89), and moderate in 
those focusing on individuals 80 years and older (RR 
0.76). If the effect truly differs across subgroups, guideline 
panels should consider recommending calcium (with or 
without vitamin D) for the aged, but not for those younger 
than 69 years. 

Unfortunately, there is high likelihood that, in settling on 
a particular explanation of heterogeneity, one is capitalizing 
on the play of chance. Indeed, most putative subgroup ef-
fects ultimately prove spurious [14]. As a result, reviewers 
and guideline developers must exercise a high degree of 
skepticism regarding potential explanations, paying particu-
lar attention to criteria in Table 1 [14-16]. Particularly dan-
gerous in the context of conventional (as opposed to 
individual patient data) meta-analysis is the usual between-
rather than within-study nature of the comparison (Table 1). 
We will illustrate the application of these criteria to three 
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Reference Log[RPr RR (random) 
Weight 

1%) 
RR (random) 

Up to 7 days 

31 -08916(02376) 
36 -2.2073(0.6117) 
37 -0-4308(0-2985) 
Subtotal 

Test for heterogeneity: X2= 6-92.2 dl. (Pr 0-03), /2r 71,1% 
Test for overall effect: Zr 2-67 (Pr 0-008) 

Up to 4 weeks 

41 -1-6094(0-7073) 
44 -0-9943(0-3983) 

43 0-2624(0-3291) 
38 -0-8916(0.3691) 
40 -0-5978(01375) 

Subtotal 

Test for heterogeneity: X2 = 13-87, 6 d.f. (P = 0-03), 1° = 56-7% 
Test for overall effect: Zr 3-57 (P<0-001) 

More than 4 weeks 

35 -1.7719(0-3906) 
Subtotal 

Test for heterogeneity: not applicable 
Test for overall effect: Zr 4-54 (PeO-001) 

Total 

Test for heterogeneity: X2= 28-66, 10 d.f. (P= 0-001). /2 = 65-1% 
Test for overall effect: Zr 5-14 (P<0-0Oi) 

0 

- 

-0-

0 

-0-

-a-

a 

12-67 
5-51 
11-18 
29-36 

4-SO 
8-94 

10-46 
9-56 
14.97 
61-54 

0-41 (0-26. 0-65) 
0.11)0.03, 0.36) 
0-65 (0.36,1.17) 
0-37)0-18. 0-77) 

0-20 (0-05, 0-80) 
0-37 (0-17, 0-81) 

130 (0-68, 2-48) 
0-41 (0-20, 0.85) 
0-55 (0-42, 0-72) 
0-48 (0-32. 0-72) 

9.10 0-17(0-08,0-37) 
9-10 0-17 (0-08, 0-37) 

100-00 0-40(0-29,0-57) 

0-001 0-01 0-1 

Favours 

treatment 

1 10 100 

Favours 

control 

Fig. 5. Results of a systematic review of flavanoids for treatment of hemorrhoids: relative risks of failure to improve, 

examples, and the implications for ratings of quality of 
evidence. 

Example 1: A systematic review and individual patient 
data meta-analysis (IPDMA) addressed the impact of high 
vs. low positive end-expiratory pressures (PEEPs) in three 
randomized trials that enrolled 2,299 adult patients with 
severe acute lung injury requiring mechanical ventilation 
[17]. IPDMA has two important advantages in elucidating 
possible subgroup differences. First, all comparisons 
between subgroups are within study. Secondly, the analysis 
is much more powerful because it takes advantage of indi-
vidual patient characteristics rather than summary charac-
teristics of a group of patients included in the study. 

The results of this IPDMA suggested a possible reduction 
in deaths in hospital with the higher PEEP strategy, but the 
difference was not statistically significant (RR 0.94; 95% 
CI: 0.86, 1.04). In patients with severe disease (labeled acute 
respiratory distress syndrome), the effect more clearly 
favored the high PEEP strategy (RR 0.90; 95% Cl: 0.81, 
1.00; P = 0.049). In patients with mild disease, results sug-
gested that the high PEEP strategy may be inferior (RR 
1.37; 95% Cl: 0.98, 1.92). 

Applying the seven criteria (Table 1), we find that six are 
met fully, and the seventh, consistency across trials and out-
comes, partially: the results of the subgroup analysis were 
consistent across the three studies, but other ways of mea-
suring severity of lung injury (for instance, treating severity 
as a continuous variable) failed to show a statistically sig-
nificant interaction between the severity and the magnitude 
of effect. 

The credibility of subgroup effects is not a matter of yes 
or no, but a continuum (Fig. 6). In this case, the subgroup 
analysis is relatively convincing. Therefore, systematic 
reviewers should present results in both more and less se-
vere patients, and subgroups (as they did) and guideline 
developers should make recommendations separately for 
severe and less severe patients. 

Example 2: Three randomized trials have tested the ef-
fects of vasopressin vs. epinephrine on survival in patients 

with cardiac arrest [18] (Fig. 7). The results show appreciable 
differences in point estimates, widely overlapping CIs, 
a P-value for the test of heterogeneity of 0.21 and an 12 
of 35%. 

Two of the trials included both patients in whom asys-
tole was responsible for the cardiac arrest and the patients 
in whom ventricular fibrillation was the offending rhythm. 
One of these two trials reported a borderline statistically 
significant benefit—our own analysis was borderline non-
significant—of vasopressin over epinephrine restricted to 
patients with asystole (in contrast to patients whose cardiac 
arrest was induced by ventricular fibrillation) [19]. 

Can subgroup analysis of patients with asystole vs. those 
with ventricular fibrillation explain the moderate inconsis-
tency in the results? Reviewing the seven criteria (Table 1), 
the answer is "not very likely." Chance can explain the 
putative subgroup effect and the hypothesis fails other crite-
ria (including small number of a priori hypotheses and con-
sistency of effect). Here, guideline developers should make 
recommendations on the basis of the pooled estimate of data 
from both the groups. Whether the quality of evidence should 
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Table 1. Criteria for judging the credibility of subgroup analyses with examples 

1299 

Criterion 

Example 1: High vs. low positive 
end-expiratory pressure (PEEP) 
in more vs. less severe patients 

with acute lung injury 

Example 2: Vasopressin vs. 
epinephrine in cardiac arrest: 

asystole vs. ventricular 
fibrillation 

Example 3: Calcium for fracture 
prevention in older vs. younger 

individuals 

Is the subgroup variable 
a characteristic specified at 
baseline (in contrast with 
after randomization)? 

Is the subgroup difference 
suggested by comparisons 
within rather than between 
studies? 

Does statistical analysis 
suggest that chance is an 
unlikely explanation for the 
subgroup difference? 

Did the hypothesis precede 
rather than follow the 
analysis, and include 
a hypothesized direction that 
was subsequently 
confirmed? 

Was the subgroup hypothesis 
one of a small number 
tested? 

Is the subgroup difference 
consistent across studies 
and across important 
outcomes? 

Does external evidence 
(biological or sociological 
rationale) support the 
hypothesized subgroup 
difference? 

Yes 

Yes 

Yes, P=0.02 

Yes 

Yes, one of four 

Yes, consistent across studies, 
less so across outcomes 

Yes, more recruitable lung in 
which high PEEP should 
work better in sicker patients 

Yes 

Two of three within-study 
comparisons 

Yes 

No, between-study comparison 

No, P=O.18 Yes, interaction, P= 0.003 in 

univariable analysis of age 
50-69, 70-79, and 
>80 yr 

One of two studies that Yes 
enrolled both groups 
specified the a priori 
hypothesis 

The study that specified a priori No, one of 12 
tested large number of 
hypotheses 

No Yes, consistent across studies, 

untested across outcomes 

No compelling external 
evidence supporting 
subgroup hypothesis 

Yes (older persons may have 
more dietary deficiencies, 
less exposure to sunlight, 
thus more vitamin D 
deficiency) 

be rated down for inconsistency is another judgment call; we 
would argue for not rating down for inconsistency. 

1.9. Deciding whether to use estimates from a subgroup 
analysis: What to do when you are not sure? 

Example 3: The systematic review of calcium and vita-
min D for fracture prevention included 17 trials in over 
50,000 patients. The review authors pooled across all types 

High versus low positive end-expiratory pressure in 
more and less severe patients with acute lung injury 

0 

Spurious 

Vasopressin versus epinephrine in asystolic 
versus ventricular fibrillation cardiac arrest 

I 100 

Convincing 

0 

Spurious 
100 

Convincing 

Vitamin 0 versus no vitamin 0 in patients of different ages 

0 
Spurious 

100 
Convincing 

Fig. 6. Credibility of subgroup analyses from three systematic reviews. 

of fracture (vertebral and nonvertebral) and included stud-
ies that randomized patients to intervention groups of cal-
cium or calcium and vitamin D or to a control group 
receiving neither drug. 

The point estimate of the RR was less than 1.0 in all 17 
trials; the Cl, however, crossed the boundary of no effect in 
all but three (Fig. 8). The 12 was 20%, representing little in-
consistency in the results of individual studies. The authors 
nevertheless explored hypotheses (which they specified 
a priori) about the possibility of there being important in-
consistencies between subgroups. In the process, they 
found an appreciable gradient in effect according to pa-
tients' mean age (RRs of 0.97, 0.89, and 0.76 in studies 
of patients younger than 69, 70-79, and older than 80 
years) (Fig. 9). 

Applying the seven criteria (Table 1) to this situation, we 
note that the hypothesis is based on characteristics at ran-
domization, satisfies statistical criteria, was an a priori hy-
pothesis, is consistent with indirect evidence, and is 
consistent across studies. The hypothesis, however, is sup-
ported only by between-study differences, and was one of 
a dozen a priori hypotheses. 
We are therefore left with a subgroup hypothesis of 

moderate credibility (Fig. 6). A guideline panel is therefore 
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OR= 1.30(96% Cl 09. 20.11  

OR = .43 (95% Cl .13, 1.2.3) 

OR= 1.10 (95% CL67, 1.81) 
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All patients pooled result 
(Main effect) 

4-- Favors vascessln 

OR = 1.50(95% C1.31, 7.11) 

OR=.26(95%Cl.04, 1.45) 

OR= 1.00(96% Cl .64, 1,56) 

 ' OR-.87(95%Cl.8, 1.29) 

Fvcws QPneØ'9,e 

I I 

0.01 0.10 

I I 

1.00 10.00 100.00 

Odds Ratio and 95% Confidence Interval 

Fig. 7. Vasopressin vs. epinephrine in cardiac arrest. 

left with a difficult choice: to offer a recommendation for 
all persons, or varying recommendations (or varying 
strength of recommendations) for older and younger peo-
ple. We would consider either option reasonable. 

Fig. 10 highlights issues in the interpretation of sub-
group analysis and inconsistency of results when there is 
an apparent inconsistency among studies. Fig. 10A presents 
a situation in which there is a little variability in results 
between studies and no suggestion of a subgroup effect. 

Systematic review authors and guideline developers will, 
under these circumstances, present a single pooled estimate 
and not rate down quality for inconsistency. 

In Fig. lOB, authors are persuaded that the subgroup 
effect is sufficiently credible that it warrants presenting sep-
arate evidence summaries for each subgroup. Guideline 
panels are therefore likely to provide separate recommen-
dations for each subgroup. For neither subgroup will it be 
necessary to rate down quality for inconsistency. 
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Rdd-1 040 (OC€-).98) 
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Fig. 8. Fracture reduction with calcium in patients older than 50 yr. 
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Age (years) N 

50-69 

70-79 

80+ 

Overall 

36640 

12481 

3504 

a  

07 0.8 0.9 1 

Relative Risk (95% Cl) 

0.97(9.92.1.02) 

0.89 (9.82.0%) 

0.75 (9.67.087) 

0.87 (9,77.0.97) 

Fig. 9. Apparent fracture reduction with calcium in patients in three age ranges. 

Fig. 1OC and D depicts situations in which systematic 
review and guideline authors decide the evidence for a sub-
group effect is equivocal. In Fig. bC, the authors lean 
toward rejecting the subgroup hypothesis. In this case, they 
will present a single pooled estimate. Because, however, 
they are left with appreciable uncertainty as to whom 
this pooled estimate applies, they may rate down for 
inconsistency. 

In Fig. 1OD, systematic review and guideline authors 
conclude that the subgroup effect is sufficiently credible 

A no way sure thing 

o - 100 

no credibility to sub-group analysis. 
Believe pooled estimate, don't rate down for inconsistency 

B no way 

C 

sure thing 

0 100 

Sub-group analysis highly credible. 
Believe subgroups, separate estimate for each subgroup, 

don't rate down for inconsistency 

no way - sure thing 

0 - 100 

Sub-group analysis plausible, but overall judged unlikely 
Present pooled estimate, rate down for inconsistency 

D no way sure thing 

0 100 

Sub-group analysis plausible, even likely 
but considerable doubt remains 

Present separate estimates for each subgroup, 
rate down for inconsistency 

Fig. 10. Interpretation of subgroup analyses of varying credibility. 

1301 

to warrant presenting separate estimates, but their confi-
dence in this judgment is limited. They present separate 
effects for each subgroup, but systematic review authors 
rate down for inconsistency (and guideline panelists may 
do so as well) because the variability in effects across the 
subgroups when the subgroup hypothesis may be spurious 
make them less confident in the estimates of effect they 
are presenting. 

There is a fifth possibility that the vitamin D example 
illustrates well. Let us assume that the pooled estimate of 
effect, and the estimate of effect in one but not all sub-
groups cross your threshold for recommending a treatment. 
For instance, assume that a 10% RR reduction was suffi-
ciently large to recommend calcium and vitamin D. Pooled 
estimates for those aged 70-79 years, those older than 80 
years, and the pooled estimate for all studies—but not for 
those younger than 70 years—are over the chosen threshold 
(Fig. 9). Now, assume further there are reasons to be skep-
tical about the subgroup analysis (Fig. 1OC and D). 

One could argue that the optimal way to deal with this sit-
uation would be to present the estimates for all three sub-
groups, and rate down for inconsistency only for the third 
(the younger persons). The logic is as follows: for the two 

older groups of patients, the pooled estimate is above the 
threshold, and whether one chooses to believe these esti-
mates, or the overall estimate, drug administration is war-
ranted (Fig. 9). Only for the youngest group there is 
uncertainty: choosing the overall estimate would lead to 
a recommendation in favor of treatment, choosing the esti-
mate from the subgroup one would recommend against 
(Fig. 9). 

1.10. Conclusion for example 3 

What is the appropriate conclusion for the example we 
have presented? Systematic review and guideline authors 
might focus on the fact that all point estimates are on the 
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benefit side, CIs are widely overlapping, the test for hetero-
geneity is nonsignificant, and the 12 is low, 20%. Thus, they 
might conclude that they should ignore the apparent 
subgroup effect, rating down for inconsistency is unneces-
sary, and—for the guideline panel—a single recommenda-
tion is appropriate for all the age groups (Fig. bA). 

Alternatively, authors may conclude that although 
they reject the hypothesis that the effect differs in older 
and younger individuals, doubt remains: perhaps they 
should provide separate estimates across the three age 
groups. This would suggest the advisability of rating 
down for inconsistency: one is uncertain to whom the 
results apply (Fig. bC). Uncertainty about to whom 
the results apply seems particularly troubling in this 
case: the investigators reported apparent differences in 
effect between those in long-care institutions and those 
who are not, and those with lower and higher calcium 
intake. A full exposition of the issues in this complex 
consideration would require careful assessment of these 
other possible subgroup differences, for instance by mul-
tivariable meta-regression. 
A final possible conclusion is that it is probably best 

to provide separate estimates for each subgroup effect; 
nevertheless, uncertainty remains (Fig. lOD). In this case, 
systematic review and guideline authors may present 
results separately for the three subgroups (and guideline 
panels make separate recommendations), and rate down 
the quality for each recommendation because of inco-
nsistency. 

Alternatively, they may use the logic of the fifth situa-
tion we have described previously, and rate down the qual-
ity for the younger patients only, on the grounds that in the 
older patients the effect is either as great or greater than for 
the group as a whole (and the results suggest a statistically 
significant—and potentially important—effect for the 
group as a whole) (Fig. 9). 

If, as is not the case here, the results suggested impor-
tant benefit for all the subgroups (but more benefit for 
one than the others) the situation is analogous to the sce-
nario in Fig. 2 and the fiavonoids in hemorrhoid situation 
we have already discussed. If the benefit is sufficiently 
large, one might choose not to rate down for inconsistency, 
the logic being that one is confident of an important effect 
in all the subgroups, even if one is not confident of its 
magnitude. 

One final consideration: let us assume that one has 
decided that the subgroup hypothesis is sufficiently credi-
ble to present two evidence summaries, one for each sub-
group. The subgroup effect has explained some of the 
variability in results, but it will certainly not explain all 
the variability. The degree of inconsistency remaining in 
the results within each subgroup will remain an issue 
requiring consideration. 
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Abstract 

Direct evidence comes from research that directly compares the interventions in which we are interested when applied to the populations 

in which we are interested and measures outcomes important to patients. Evidence can be indirect in one of four ways. First, patients may 

differ from those of interest (the term applicability is often used for this form of indirectness). Secondly, the intervention tested may differ 

from the intervention of interest. Decisions regarding indirectness of patients and interventions depend on an understanding of whether 

biological or social factors are sufficiently different that one might expect substantial differences in the magnitude of effect. 

Thirdly, outcomes may differ from those of primary interest—for instance, surrogate outcomes that are not themselves important, but 

measured in the presumption that changes in the surrogate reflect changes in an outcome important to patients. 

A fourth type of indirectness, conceptually different from the first three, occurs when clinicians must choose between interventions that 

have not been tested in head-to-head comparisons. Making comparisons between treatments under these circumstances requires specific 

statistical methods and will be rated down in quality one or two levels depending on the extent of differences between the patient popu-

lations, co-interventions, measurements of the outcome, and the methods of the trials of the candidate interventions. © 2011 Elsevier Inc. 

All rights reserved. 
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Key points 

• Quality of evidence (our confidence in estimates of 
effect) may decrease when substantial differences 
exist between the population, the intervention, or 
the outcomes measured in relevant research studies 
and those under consideration in a guideline or sys-
tematic review. 

• Quality of evidence decreases if head-to-head com-
parisons are unavailable. Such instances require 
falling back on indirect comparisons in which, 
for example, we make inferences about the relative 
effect of two interventions on the basis of their 
comparison not with one another, but with a third 
or control condition. 

1. Introduction 

Previous articles in this series presenting GRADE's ap-
proach to systematic reviews and clinical guidelines have 
dealt with framing the question, defined quality of evi-
dence, and described GRADE's approach to rating down 
the quality of a body of evidence because of problems with 
bias, imprecision, and inconsistency. In this article, we deal 
with another potential problem: indirectness. 

2. Four types of indirectness 

We are more confident in the results when we have di-
rect evidence. By direct evidence, we mean research that 
directly compares the interventions in which we are inter-
ested delivered to the populations in which we are inter-
ested and measures the outcomes important to patients. 
Thus, we can have concerns about indirectness when the 
population, intervention, or outcomes differ from those in 
which we are interested (Table 1). A fourth, different type 
of indirectness, occurs when there are no head-to-head 
comparisons between the alternative management strategies 
under comparison (Table 1). Indirectness of outcomes and 
indirect comparisons are equally relevant to systematic 

Table 1. Evidence is lower quality if comparisons are indirect 

reviews and practice guidelines; indirectness related to pop-
ulations and interventions (sometimes referred to as appli-
cability) is more relevant to guidelines. 

2.1. Indirectness: differences in population 
(applicability) 

The first type of indirectness includes differences be-
tween the population of interest and those who have partic-
ipated in relevant studies. Systematic reviews will include 
only patients who meet the reviews' eligibility criteria; 
thus, in a sense, evidence regarding patients is direct by 
definition. 

There may, however, be exceptions. For example, a sys-
tematic review might have an a priori hypothesis that a drug 
would have different effects in children than in adults based 
on what is known about the mechanism of action. If no 
studies were found that tested the drug in children, the 
review authors might conclude that the effects in children 
were less certain than in adults, based on the indirectness 
of the evidence for children. 

Differences between the population of interest and those 
in studies are a common problem for guideline developers 
who will seek the best evidence relevant to their question. 
For instance, a World Health Organization guideline panel 
addressed the treatment of infection with avian influenza A 
virus but needed to use evidence from seasonal influenza 
(Table 1; Box 1) [1]. 

Less extreme differences in patients (or the conditions 
from which they suffer) would lead to rating down only 
one level, or even no rating down whatsoever. Because ran-
domized trial eligibility criteria often exclude patients with 
comorbidity, as guideline developers begin to address is-
sues of multiple coexisting conditions (patients with, for 
instance, heart failure and asthma) they will often need to 
consider issues of indirectness. Some population differ-
ences may be partly addressed by subgroup analyses within 
the trials or reviews that check the robustness of the results 
across population factors such as age, gender, or disease se-
verity. For example, pooled analyses of large-scale trials of 
statins show highly consistent relative risk (RR) reductions 
across a wide variety of subpopulations. 

In general, one should not rate down for population dif-
ferences unless one has compelling reason to think that the 
biology in the population of interest is so different from that 

Question of interest Source of indirectness 

Oseltamivir for prophylaxis 
of avian flu caused by influenza A virus 

Colonoscopic screening for 
prevention of colon cancer mortality 

Sevelamer- vs. calcium-based 
phosphate binders in chronic renal failure 

Choice of antidepressant 

Differences /n population: Randomized trials of oseltamivir are available for seasonal 
influenza, but not for avian flu 

Differences in intervention: Randomized trials of fecal occult blood screening provide 
indirect evidence bearing on the potential effectiveness of colonoscopy 

Differences in outcome: Reducing the calcium-phosphate load is hypothesized to 
reduce vascular calcification, which is hypothesized to reduce vascular events 

Indirect comparison: Some antidepressants have been compared directly with others, 
but many have not 
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Box 1 Indirectness of population: avian influenza 

High-quality randomized trials have demonstrated 
the effectiveness of antiviral treatment for seasonal 
influenza. The panel judged that the biology of sea-
sonal influenza was sufficiently different from that 
of avian influenza (that is, the avian influenza organ-
ism may be far less responsive to the available antivi-
ral agents than seasonal influenza) that the evidence 
required rating down by two levels for indirectness. 

of the population tested that the magnitude of effect will 
differ substantially. Most often, this will not be the case. 
Note that we are referring here to consistency in RR: differ-
ences in baseline risk or control event rate in subpopula-
tions will, on many occasions, lead to difference in 
absolute effect between subgroups. 

The above discussion refers to different human popula-
tions, but sometimes the only evidence will be from animal 
studies, such as rats or primates. In general, we would rate 
such evidence down two levels for indirectness. Animal 
studies may, however, provide an important indication of 
drug toxicity. Although toxicity data from animals does 
not reliably predict toxicity in humans, evidence of animal 
toxicity should engender caution in recommendations. 

Another type of nonhuman study may generate high-
quality evidence. Consider laboratory evidence of change 
in resistance patterns of bacteria to antimicrobial agents 
(e.g., the emergence of methicillin-resistant staphylococcus 
aureus—MRSA). These laboratory findings may constitute 
high-quality evidence for the superiority of antibiotics to 
which MRSA is sensitive vs. methicillin as the initial treat-
ment of suspected staphylococcus sepsis in settings in 
which MRSA is highly prevalent. 

2.2. Indirectness: differences in interventions 
(applicability) 

As for the population, systematic reviewers will clearly 
specify the interventions of interest in their eligibility crite-
ria, ensuring that only directly relevant studies will be eli-
gible. Again, however, there may be exceptions. For 
example, a systematic review might have an a priori 
hypothesis that a surgical procedure would have different 
effects when undertaken by subspecialists in referral cen-
ters compared with general surgeons in the community. If 
they found no studies that tested the procedure in commu-
nity hospitals, review authors might conclude that the 
effects of the procedure undertaken by community general 
surgeons were uncertain. 

Guideline developers may often find the best evidence ad-
dressing their question in trials of related interventions. For 
example, a guideline addressing the value of colonoscopic 
screening for colon cancer will find the randomized control 

trials (RCTs) of fecal occult blood screening that showed 
a decrease in colon cancer mortality in people receiving 
the intervention of relevance. Whether to rate down one or 
two levels in this context is a matter of judgment. 

There may be instances in which the intervention differs, 
but authors may conclude that there is no need to rate down 
for quality. For example, older trials show a high efficacy of 
intramuscular penicillin for gonococcal infection, but 
guidelines might reasonably recommend alternative antibi-
otic regimes based on current local in vitro resistance pat-
terns, and consider the evidence as high quality. 

Interventions may be delivered differently in different 
settings. For instance, a systematic review of music thera-
pies for autism found that trials tested structured 
approaches that are used more commonly in North America 
than in Europe. Because the interventions differ, the results 
from structured approaches are more applicable to North 
America and the results of less structured approaches are 
more applicable in Europe. Issues of setting are particularly 
crucial for the outcome of resource use (cost). The 
resources required (or at least used) for a particular inter-
vention may vary widely across settings, and the opportu-
nity cost (what alternatives could be purchased for the 
same money) differs to an even greater extent. 

Guideline panelists should consider rating down the 
quality of the evidence if the intervention cannot be imple-
mented with the same rigor or technical sophistication in 
their setting as in the RCTs from which the data come. 
Carotid endarterectomy provides a commonly cited ex-
ample of such a situation [2]. Indirectness of this sort 
becomes a major issue—particularly for lower-income 
countries—for resource-intensive interventions. We have 
noted this issue under "setting" for indirectness of inter-
ventions, in which we referred to how music therapy for au-
tism may be delivered differently in one jurisdiction than 
another. The same is true for other complex interventions 
such as rehabilitation programs and public health interven-
tions. There may be important differences in implementa-
tion across settings that can weaken inferences regarding 
applicability. 

As with all other aspects of rating quality of evidence, 
there is a continuum of similarity of the intervention that 
will require judgment. It is rare, and usually unnecessary, 
for the intended populations and interventions to be identi-
cal to those in the studies, and we should only rate down if 
the differences are considered sufficient to make a differ-
ence in outcome likely. For example, trials of simvastatin 
show cardiovascular mortality reductions: suggesting night 
rather than morning dosing (because of greater cholesterol 
reduction) would not warrant rating down for differences in 
the intervention. A new statin with available evidence only 
from lipid levels might, however, require rating down qual-
ity for indirectness, and trials of a new class of cholesterol-
lowering agents in which RCTs have not addressed impact 
on cardiovascular events would certainly require rating 
down for indirectness. One could conceptualize this as 
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rating down for either indirectness of interventions or indi-
rectness of outcomes. 

2.3. Indirectness: differences in outcome measures 
(surrogate outcomes) 

GRADE specifies that both those conducting systematic 
reviews and those developing practice guidelines should 
begin by specifying every important outcome of interest. 
The available studies may have measured the impact of 
the intervention of interest on outcomes related to, but 
different from, those of primary importance to patients. 

The difference between desired and measured outcomes 
may relate to time frame. For example, a systematic review 
of behavioral and cognitive-behavioral interventions for 
outwardly directed aggressive behavior in people with 
learning disabilities showed that a program of 3-week re-
laxation training significantly reduced disruptive behaviors 
at 3 months [3]. Unfortunately, no eligible trial assessed the 
review authors' predefined outcome of interest, the long-
term impact defined as effect at 9 months or greater. The 
argument for rating down becomes even stronger when 
one considers that other types of behavioral interventions 
have shown an early beneficial effect that was not sustained 
at 6 months follow-up [3]. When there is a discrepancy be-
tween the time frame of measurement and that of interest, 
whether to rate down by one or two levels will depend on 
the magnitude of the discrepancy. In this case, one could ar-
gue for either option. 

Another source of indirectness related to measurement of 
outcomes is the use of substitute or surrogate endpoints in 
place of the patient-important outcome of interest. Table 2 
lists a number of such surrogate measures that are common 
in current clinical investigation. 

Table 3 presents the logic of patient-important and sur-
rogate outcomes as applied to disturbances in calcium 
and phosphate metabolism in patients with end-stage renal 
disease. Hyperphosphatemia is associated with abnormal 
bone fragility and consequent fractures; soft tissue calcifi-
cation and associated pain; coronary calcification and asso-
ciated myocardial infarction; and possible increased 

Table 2. Examples of surrogate outcomes 

mortality. These adverse outcomes are the important end-
points in treating the calcium/phosphate abnormalities. 

Up to now, however, RCTs of alternative therapeutic in-
terventions have focused on measures of calcium/phosphate 
metabolism. In general, the use of a surrogate outcome 
requires rating down the quality of evidence by one, or even 
two, levels. Consideration of the biology, mechanism, and 
natural history of the disease can be helpful in making a de-
cision about indirectness. For instance, because concentra-
tions of calcium and phosphate are far removed in the 
putative causal pathway from the patient-important end-
points, we would rate down the quality of evidence with re-
spect to this outcome by two levels (Table 3). Surrogates that 
are closer in the putative causal pathway to the adverse out-
comes are coronary calcification (for myocardial infarction), 
bone density (for fractures), and soft-tissue calcification (for 
pain), and these outcomes warrant rating down by only one 
level for indirectness. 
A systematic review suggesting a benefit of low molec-

ular weight heparin vs. unfractionated heparin for perioper-
ative thromboprophylaxis in patients with cancer provides 
an example in which rating down by just one level for 
indirectness is probably appropriate. The confidence inter-
vals (CIs) around reduction in the important outcome, 
symptomatic deep venous thrombosis (DVT), were ex-
tremely wide (RR 0.73; 95% Cl: 0.23, 2.28). When the out-
come included the surrogate, asymptomatic DVT (which 
provided most events), the difference in favor of low mo-
lecular weight heparin was much more convincing 
(RR = 0.72; 95% CI: 0.55, 0.94) [4]. Convincing evidence 
of reduction in asymptomatic events provides, in our view, 
moderate quality evidence of a reduction in symptomatic 
events. 

Rarely, surrogates are sufficiently well established that 
review authors or guideline panelists should choose not to 
rate down quality of evidence for indirectness. In our view, 
this should be restricted to situations in which, within the 
same class of drug (e.g., beta-blockers, calcium antagonists, 
diuretics, bisphosphonates), changes in the surrogate have 
repeatedly proved closely related to changes in the 
patient-important outcome in the context of RCTs. One 
might use this rationale, for example, to justify not rating 

Condition Patient-important outcome(s) Surrogate outcome(s) 

Diabetes mellitus 

Hypertension 
Dementia 
Osteoporosis 
Adult Respiratory Distress Syndrome 
End-stage renal disease 

Venous thrombosis 
Chronic respiratory disease 
Cardiovascular disease/risk 

Diabetic symptoms, hospital admission, complications 
(cardiovascular, eye, renal, neuropathic) 

Cardiovascular death, myocardial infarction, stroke 
Patient function, behavior, caregiver burden 
Fractures 
Mortality 
Quality of life, morbidity (such as shunt thrombosis or heart 

failure), mortality 
Symptomatic venous thrombosis 
Quality of life, exacerbations, mortality 
Vascular events, mortality 

Blood glucose, A1C 

Blood pressure 
Cognitive function 
Bone density 
Oxygenation 
Hemoglobin 

Asymptomatic venous thrombosis 

Pulmonary function, exercise capacity 
Serum lipids 
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Table 3. Surrogate and patient-important outcomes for phosphate lowering drugs in patients with renal failure and hyperphosphatemia 

Surrogate outcomes 

Patient-important outcomes 
Indirect (Lower the quality of evidence Very indirect (Lower the quality of evidence by 

by one level) two levels) 

Myocardial infarction 
Fractures 
Pain because of soft-tissue calcification 

Coronary calcification 
Bone density 
Soft-tissue calcification 

Measures of calcium/phosphate metabolism 

down low-density lipoprotein (LDL) as a surrogate for cor-
onary events in evaluating the evidence from RCTs of 
a new statin. One would, however, rate down for indirect 
outcomes the evidence from RCTs of another class of 
cholesterol-lowering agents (e.g., ezetimibe) if the outcome 
measure was LDL rather than coronary events. Even this 
highly restricted criterion for not rating down a surrogate 
(multiple randomized trials within a single drug class show 
a clear and consistent relationship between change in the 
surrogate and an effect measure such as RR reduction) 
may be problematic (Box 2). 

Investigators may use sophisticated statistical ap-
proaches to examine the relationship between a surrogate 
and a patient-important outcome. For instance, investiga-
tors examined the "validity" of progression-free survival 
as a surrogate for overall survival for anthracycline- and 
taxine-based chemotherapy for advanced breast cancer 
[5]. They found a statistically significant association be-
tween progression-free and overall survival in the random-
ized trials they analyzed, but predicting overall survival 
using progression-free survival remained fraught with 

Box 2 Arguments against ever-considering 
evidence from surrogates of high quality 

One might well be tempted to assume a new statin 
that improves lipid profiles in the same way as older 
statins would result in similar improvement in car-
diovascular risk. Authorities have, however, raised 
arguments about assuming that low-density lipopro-
tein (LDL) reductions with a new statin will trans-
late into the expected reduction in cardiovascular 
risk [13,14]. Indeed, in one large trial in hemodialy-
sis patients, large reductions in LDL failed to effect 
reductions in cardiovascular events [15]. In addition, 
deciding what constitutes a class of drugs (e.g., all 
beta-blockers; all cardioselective beta-lockers; all 
beta-blockers with or without alpha-blocking prop-
erties) is not straightforward [16,17]. Finally, from 
a clinical point of view, even if one accepts that 
a surrogate provides high-quality evidence regarding 
benefit, a new agent may have a different—and 
highly problematic—side effect profile. Note, for in-
stance, cerivastatin ' s greatly increased—relative to 
other statins—propensity to cause life-threatening 
rhabdomyolysis. 

uncertainty. Rating down quality by one level for the surro-
gate would be appropriate in this situation. 

Several groups have developed systems for rating the 
"validity" of a surrogate [6,7,16]. Each of these systems 
finds evidence from surrogates convincing only when the 
association has been strongly and repeatedly established 
in RCTs. Systematic review authors and guideline devel-
opers may wish to refer to these systems when pondering 
whether to rate down for indirectness of outcomes. 

2.4. Indirectness: indirect comparisons 

The final type of indirectness occurs when we have no 
direct (i.e., head-to-head) comparisons between two or 
more interventions of interest. For instance, consider a com-
parison of two active drugs, A and B. Although RCTs com-
paring A and B may be unavailable, RCTs may have 
compared A to placebo and B to placebo. Such trials allow 
indirect comparisons of the magnitude of effect of A and B. 
Such evidence is of lower quality than head-to-head com-
parisons of A and B would provide. 

Indirect comparisons of prophylactic treatments for oste-
oporotic fractures illustrate the challenges of indirect com-
parisons. Trials of different agents suggest apparent 
differences in RR reduction, tempting one to attribute these 
differences to varying effectiveness of the drugs under con-
sideration. The trials, however, enrolled different groups of 
patients; some may be more responsive than others. In addi-
tion, trials varied in criteria for diagnosis of both vertebral 
and nonvertebral fractures. It may be these differences, 
rather than differences in the effectiveness of the interven-
tions, that are responsible for variation in RR [8]. A system-
atic review of different doses of aspirin illustrates the 
difficulties of inferences from indirect comparisons (Box 3). 

The validity of the indirect comparison rests on the as-
sumption that factors in the design of the trial (the patients, 
co-interventions, measurement of outcomes) and the meth-
odological quality are not sufficiently different to result in 
different effects (in other words, true differences in effect 
explain all apparent differences). Some authors refer to 
this as the "similarity assumption" [9]. Because this 
assumption is always in some doubt, indirect comparisons 
always warrant rating down by one level in quality of evi-
dence. Whether to rate down two levels depends on the 
plausibility that alternative factors (population, interven-
tions, co-interventions, outcomes, and study methods) 
explain or obscure differences in effect. Of the many 
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Box 3 Difficulties making inferences from indirect 
comparisons: low- vs. medium-dose aspirin 

A systematic review considered the relative merits 
of low dose (50-150 mg daily) vs. medium dose 
(300-325 mg daily) of aspirin to prevent graft occlu-
sion after coronary artery bypass surgery [18]. 
Authors found five relevant trials that compared 
aspirin with placebo, of which two tested medium 
dose and three low-dose aspirin. The pooled relative 
risk (RR) of the likelihood of a graft occlusion was 
0.74 (95% confidence interval [Cl]: 0.60, 0.91) in 
the low-dose trial and 0.55 (95% Cl: 0.28, 0.82) in 
the medium-dose trials. The RR of medium vs. low 
dose was 0.74 (95% Cl: 0.52, 1.06; P = 0.10) sug-
gesting (but not very convincingly) the possibility 
of a larger effect with the medium-dose regimens. 

This comparison is weaker than if the randomized 
trials had compared the two aspirin dose regimens di-
rectly because there are other study characteristics 
that might be responsible for any differences found 
(or resulted in undetected differences that in fact ex-
ist). Compared with the low dose vs. placebo trials, in 
medium dose vs. placebo trials, the patients studied 
may be different, effective or harmful interventions 
other than the therapy under investigation may have 
been differently administered, and outcomes may 
have been measured differently (e.g., dissimilar crite-
ria for events or varying duration of follow-up). Dif-
ferences in study methods may also explain the 
results: trials with a higher risk of bias may result 
in smaller—or more likely larger—treatment effects. 

challenging judgments that rating quality of evidence de-
mands, this is one of the most difficult. 

The judgment is made more difficult yet by the necessity 
to consider the statistical approaches that investigators have 
taken in making indirect comparisons. Simply using the re-
sults from the active arms in two or more studies is naïve 
and potentially misleading. More sophisticated statistical 
approaches that consider differences between active and 
control arms are more appropriate [10,11]. 

The comparison of low- vs. medium-dose aspirin regi-
mens (Box 3) used a valid statistical approach to compare 
the RRs in one set of trials to the RR in the other set. The re-
view authors present data suggesting that the trials enrolled 
patients who were very similar with respect to mean age 
(56-60 years), sex distribution (83-100% men), proportion 
of smokers (65-68% in the two trials reporting), proportion 
of hypertensive patients (31-53% in the four trials 
reporting), and mean cholesterol (5.7-7.2 mmolfL). The au-
thors did not mention whether the two sets of studies differed 
in the use of a cointervention—aggressiveness of antihyper-
tensive treatment or the use of lipid lowering agents, for 

instance. In terms of methods, one trial in each set standard-
ized surgical procedures, all were blinded and included a pla-
cebo arm, two medium-dose and one low-dose trial reported 
formal randomization by research-coordinating centers or 
pharmacy, and one trial in each group reported independent 
angiographic assessment of vein graft patency. Both sets of 
trials had very high loss to follow-up (i.e., no angiography)— 
three of five trials reported rates of more than 50%. 

On balance, we would rate down the quality of the evi-
dence only one level for indirectness. The decision in this 
case has little effect on clinical decision making in that other 
considerations (risk of bias—high loss to follow-up, impre-
cision—wide CIs around the RR in moderate vs. low-dose 
trials, and indirectness of outcomes—graft occlusion is a sur-
rogate for events such as myocardial infarction and cardio-
vascular deaths) already place this as low-quality evidence. 
The indirect comparison leaves us with very low-quality 
evidence. 

Increasingly, recommendations must simultaneously 
address more than two interventions. For instance, possible 
approaches to thrombolysis in myocardial infarction include 
streptokinase, alteplase, reteplase, and tenecteplase [12]. 
Attempts to address such issues of the relative effectiveness 
of multiple interventions inevitably involve indirect compar-
isons. These meta-analyses have received different labels; 
currently popular terms include "network meta-analyses," 
"mixed treatment comparison," and "multiple treatments 
meta-analysis." 

There are both simple, inappropriate approaches, and 
a number of sophisticated appropriate statistical approaches 
available for assessing simultaneous multiple comparisons. 
A variety of recently developed Bayesian statistical methods 
may help in generating estimates of the relative effectiveness 
of multiple interventions, but these methods may give differ-
ent estimates. This raises the possibility of bias, and the issue 
of the best-quality indirect analysis is unsettled. Their confi-
dent application requires, in addition to indirect comparison 
evidence, substantial evidence from direct comparisons— 
evidence that is often unavailable [12]. Ascertaining the 
extent to which patients, co-interventions, measurement of 
outcomes, and risk of bias in studies of multiple interventions 
are similar presents another major challenge. Interpretation 
when direct and indirect evidence is inconsistent is uncertain, 
and may warrant rating down the direct evidence for incon-
sistency. A recent simultaneous treatment comparison illus-
trates the challenges of evaluating such studies (Box 4). 
The methods to conduct and assess such network meta-
analyses, including GRADE's approach, remain in evolu-
tion. The coming years should see refinement in criteria for 
judging the quality of evidence from network meta-analyses. 
A final point is that it is possible, at least in theory, for in-

direct comparisons to yield more accurate results than direct 
comparisons. This could be true if direct comparisons suffer 
from risk of bias that indirect comparisons do not. This may 
occur if the direct comparisons are conducted by those with 
an investment in the result (e.g., industry). 
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Box 4 An example of the challenges of network 
meta-analysis 

Investigators conducted a simultaneous treatment 
comparison of 12 new generation antidepressants 
[19]. The authors evaluated 117 randomized trials 
involving over 25,000 patients; their article provides 
no information about the similarity of the patients 
(other than that they all had major unipolar 
depression), or about cointervention (behavioral 
therapies, for instance). In correspondence with the 
authors, however, they indicated that they excluded 
trials with treatment-resistant depression, argued that 
different types of depression have similar treatment 
responses, and that it is very likely that patients did 
not receive important cointervention. With respect 
to risk of bias, the authors tell us, using the Cochrane 
collaboration approach to assessing risk of bias [20] 
that risk of bias in most studies was "unclear," and 
12 were at low risk of bias; presumably a small 
number was at high risk of bias. This is helpful, 
although "unclear" represents a wide range of risk 
of bias. 

All studies involved head-to-head comparisons 
between at least two of the 12 drugs; the 117 trials 
involved 70 individual comparisons (e.g., two com-
parisons between fluoxetine and fluvoxamine). The 
authors reported statistically significant differences 
between direct and indirect comparisons in only three 
of 70 comparisons of drug response. The power of 
such tests was, however, not likely high. Overall, 
we would be inclined to take a cautious approach to 
this network meta-analysis and rate down two levels 
for indirectness. 

3. Mechanism 

Another type of indirect evidence that we have not 
addressed relates to mechanism of action. The GRADE 
system does not rate evidence either up or down based on 
the mechanism or pathophysiological basis of a treatment. 
RCTs typically begin with a reasonable expectation of suc-
cess based, to some degree, on biological rationale. But 
judgments of exactly how strong is the rationale are easily 
open to dispute, and GRADE does not suggest using them 
directly as a basis for rating evidence quality up or down. 

Mechanism does, however, have multiple roles in the 
evaluation of evidence: in selecting studies for systematic re-
views, in the applicability of evidence to different interven-
tions or populations, in judging whether to believe subgroup 
analyses, and in deciding the extent to which one rates down 
quality of evidence based on surrogate outcomes. Although 
it would make little sense to pool studies based on similar 
costs or color of tablets, treatments with similar mechanism 

are commonly meta-analyzed. Because no two studies will 
have exactly the same eligibility criteria and interventions, 
judgments based on our biological understanding are neces-
sary to determine which studies to include in generating a sin-
gle pooled estimate of effect. 

Similarly, we need to make judgments based on mecha-
nism to apply evidence about treatments. For example, if 
a trial that included patients aged 50-70 years showed 
effect, then we would undoubtedly be happy to apply the 
results to 49- or 71-year olds (and likely well younger than 
49 and well older than 71 years) but not to children. If a study 
showed 5 days of antibiotics were effective, then we might be 
happy to use 7 days but not 3 days. 

Judgments regarding surrogate outcomes may, however, 
be more complex. For example, consider a three-dose vac-
cine that reduced the incidence of the target illness. We 
might be happy to consider an accelerated delivery of three 
doses of exactly the same vaccine to be as effective as the 
original if the studies showed that the standard and acceler-
ated three-dose regimes had a similar serological response 
(i.e., we might not rate down quality of evidence because 
of the surrogate outcome of serological response). How-
ever, we might rate down for use of a surrogate outcome 
if a new class of antihypertensive agents (e.g., the direct re-
nin inhibitor aliskiren, recently licensed in the United 
States) showed a similar reduction in blood pressure to ex-
isting agents but without evidence of benefit on patient-
important outcomes. 

4. Simultaneous consideration of all types of 
indirectness 

Guideline developers will usually need to consider the 
combined effect of all the four types of indirectness—and 
problems in more than one may suggest the need to rate 
down two levels in the quality of evidence. This consider-
ation is not a simple additive process, but rather a judgment 
about whether any, and how much, rating down is war-
ranted. In general, evidence based on surrogate outcomes 
should usually trigger rating down, whereas the other types 
of indirectness will require a more considered judgment. 
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